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Abstract—Topic modeling is a widely used tech-
nique for extracting hidden patterns from unlabeled
text data, facilitating various functionalities such as
document organization, content suggestion, and in-
formation retrieval. While traditionally applied to
English-language text, topic modeling has recently
gained traction in other languages, including Bengali,
driven by the growing availability of Bengali content
online. While recent research has applied some topic
modeling methods to Bengali, their effectiveness in
terms of performance has not been thoroughly val-
idated. This paper introduces BERT-LDA, a hybrid
approach to topic modeling, applied to a Bengali news
corpus comprising articles from various categories
collected from online Bengali news portals. Latent
Dirichlet Allocation (LDA) is a probabilistic model
that represents each document as a mixture of topics,
whereas BERT-LDA leverages the semantic richness
of BERT’s contextual embeddings combined with
LDA’s robust topic modeling capabilities. By integrat-
ing the strengths of both methods, our approach seeks
to enhance the performance of topic modeling for Ben-
gali text. Experimental results demonstrate that the
proposed BERT-LDA model consistently outperforms
traditional topic modeling techniques across various
evaluation metrics, offering a significant improvement
in extracting meaningful insights from Bengali text
data.

Index Terms—BERT-LDA, Sentence-BERT, Topic
modeling, Bengali news corpus.

I. Introduction

Every day, a substantial volume of data is gener-
ated online as people increasingly prioritize digi-

tal interactions over offline activities. The unstructured
nature of this data presents significant challenges for
researchers, particularly in the realm of data analysis.
While a large portion of internet data is in English,
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owing to its widespread accessibility, there has been a
noticeable rise in data generated in resource-constrained
languages like Bengali. This increase is attributed to the
extensive use of social media platforms, the proliferation
of blogging sites, and the growing presence of online
Bengali news portals. To effectively extract valuable
insights from this huge amount of unstructured data, it
is required to be organized in such ways that it simplifies
the information retrieval for efficient decision-making
and problem-solving. To achieve this, it is necessary to
understand the relationships between words within a
document and uncover the underlying patterns among
them. Topic modeling serves as a method for identifying
latent abstract information within large datasets by un-
covering hidden thematic relationships among words. It
can also be termed as a text-mining approach for finding
patterns in textual documents [1]. Topic modeling has
a wide range of applications, including the analysis of
news trends and research trends [2] in specific domains.
Most topic modeling tasks are done by clustering a
group of documents based on some common textual
patterns. While numerous robust topic modeling tools
exist for English-language texts, similar tools for lan-
guages like Bengali remain underdeveloped. However,
recent advancements have significantly improved Bengali
topic modeling capabilities.

As a generative model, topic modeling can be char-
acterized as a probability distribution of topics because
it uses probabilistic measures to generate connections
between documents [3]. To cluster a set of similar doc-
uments, various topic modeling methods have been pro-
posed by scholars, including Latent Dirichlet Allocation
(LDA) [4], Latent Semantic Indexing (LSI) [5], and Hier-
archical Dirichlet Process (HDP) [6]. To implement these
methods, it is necessary to construct a Document Term
Matrix (DTM) that quantifies the occurrences of terms
within each document. The DTM subsequently serves as
input for the topic modeling algorithms. LDA, the most
widely utilized probabilistic topic modeling algorithm,
identifies the underlying topics present in a text corpus.
LSI is another prominent topic modeling algorithm that
emphasizes capturing the semantic relationships between
words in textual data. HDP, a Bayesian nonparametric
approach, automatically infers the optimal number of
topics within a dataset. In 2018, Google introduced
Bidirectional Encoder Representations from Transform-
ers (BERT), a sophisticated pre-trained model designed
to enhance the contextual understanding of unlabeled
text across a broad range of tasks. BERT’s ability to
generate precise contextual word embeddings has made it
a cornerstone in nearly all subfields of Natural Language
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Processing (NLP), including text mining [7] for senti-
ment analysis and various other applications. In several
application areas of natural language processing, BERT
models have demonstrated superiority over competing
models [8]. Its ability to capture nuanced word relation-
ships and context has led to its widespread adoption
across NLP subfields. This research focuses on incorpo-
rating the potentials of BERT and LDA for improving
topic modeling in Bengali by proposing a novel hybrid
approach that combines the strengths of both techniques.
Although online resources in Bengali are now readily
accessible, working with these resources poses several
challenges due to limited datasets and the complexity of
diverse grammatical rules. Furthermore, the process of
vectorizing and training a substantial amount of Bengali
documents is inherently difficult. Despite these chal-
lenges, researchers are actively engaged in enhancing the
efficiency and accuracy of natural language processing
tasks in the Bengali language. This research investigates
the effectiveness of the BERT-LDA model in improving
the performance of topic modeling in Bengali. The key
contributions of our study is to,
(a) Create a novel dataset of Bengali news articles gath-

ered from various online news portals to effectively
utilize topic modeling techniques in the Bengali lan-
guage.

(b) Evaluate the performance of the BERT-LDA model
based on different evaluation metrics such as Sil-
houette Score, Coherence Score, Jaccard Similarity,
Davies-Bouldin Index (DBI), Calinski-Harabasz In-
dex (CHI), Topic Diversity, as well as Homogeneity
and Completeness Scores.

(c) Investigate the effectiveness of the BERT-LDA
model compared to traditional topic modeling meth-
ods such as LDA, LSI, and HDP on the novel dataset.

(d) Present a detailed comparative analysis of state-of-
the-art topic modeling methods on the dataset.

The structure of the paper is organized as follows:
Section II provides an overview of related works on topic
modeling. In Section III, we introduce the methodologies
employed in our study. Section IV presents the experi-
mental results and discusses the findings. Finally, Section
V concludes the study and offers suggestions for future
research directions.

II. Related Works
Numerous studies on topic modeling have been con-

ducted in recent years across various domains of interest.
Currently, social media data is increasingly utilized for
document clustering, particularly through the applica-
tion of a multi-objective genetic algorithm [9] for ana-
lyzing twitter interactions. The majority of research in
this area has been conducted in the English language,
primarily due to the abundance of available materials on
the internet. However, there has been a notable increase
in research focused on the Bengali language because of
the advancements in Bengali NLP.

P. C. Paul et al. [10] evaluated LDA and BERT-LDA
models using a corpus of 51,016 news articles collected
from popular Bengali online news portals. They have

used an n-gram profile for creating Bag-of-Word for LDA
and sentence-BERT embedding for BERT-LDA. They
have achieved a coherence score of 0.63 for LDA and a
coherence score of 0.66 for BERT-LDA. They have shown
that BERT-LDA is contextually stronger than LDA in
terms of document clustering.

M. Al Helal et al. [11] used LDA with Bigram to find
the core topic of the Bengali news corpus, which has
7,134 news articles. They have used coherence measures
to find the optimal number of topics. They have also
explored cosine similarity measures using the Doc2Vec
model along with LDA.

M. Hasan et al. [12] analyzed the performance of the
LDA and lda2vec models using a dataset of 22,675 Ben-
gali news documents. They have found a classification
accuracy of 62.45% for LDA and 85.66% for lda2vec, and
the lda2vec model outperformed LDA.

The authors of [13] used topic modeling to find topics
of interest using historical newspaper data that was
published from 1829 to 2008 in Texas. They have tried
to evaluate the result of topic modeling from (MAchine
Learning for LanguagE Toolkit) MALLET compared
with a human historian expert. They have achieved 60%
of accuracy in topic modeling.

K. M. Alam et al. [14] have analyzed topic modeling to
find the news trend in Bangladeshi media. The outcome
shows that their approach can be used to track media
trends over a period of time. They have used a dataset
containing 70,000 Bengali news articles. A labeled LDA
model is used to evaluate the coherence score and find
the highest coherence value for 6 as the number of topics.

S. H. Mohammed et al. [15] evaluated LDA and LSA
topic modeling approaches for clustering similar topics
in a group. They have used 300 text files of books
and articles with their full content. For the performance
analysis, coherence UCI and coherence UMass scores
were used for both LDA and LSA. LDA achieved a
coherence UCI score of 0.59, while LSA’s score is 0.49 for
20 topics. The UMass score is -0.37 and -0.92 for LDA
and LSA respectively.

M. Grootendorst [16] introduced a deep neural topic
model named BERTopic that uses modified TF-IDF for
clustering documents with similar topics. Three different
datasets were used in that study. The author has com-
pared the clustering performance of BERTopic with some
other well-known topic modeling approaches like LDA,
NMF, CTM, and Doc2Vec in terms of coherence NPMI
score. It was found that BERTopic had a higher coher-
ence score than the other four models for all datasets.

S. Palani et al. [17] implemented LDA and BERT
topic modeling approaches for clustering microblog data
based on sentiment analysis. They have used around
40,000 microblogs for the evaluation of the coherence
equation, CV , and silhouette score. The values of the
coherence score are 0.50, 0.52, and 0.56 for LDA, BERT,
and LDA+BERT respectively. The silhouette scores for
BERT and LDA+BERT are 0.04 and 0.46.

S. S. Panigrahi et al. [18] implemented the Word2Vec
model for clustering Hindi corpus using skip-gram and
Continuous Bag-of-Word (CBoW) feature extraction
methods. They have used a dataset of 21,681 unique
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TABLE I: Summary of the Related Works

Reference and Year Methods Dataset Domain Dataset Size Findings
P. C. Paul et al. [10], 2022 LDA, BERT-LDA Bengali news articles 51,016 Coherence score,

• LDA: 0.63
• BERT-LDA: 0.66

M. Al Helal et al. [11], 2018 LDA, Doc2Vec Bengali news articles 7,134 LDA performs better than
Doc2Vec

M. Hasan et al. [12], 2019 LDA, lda2vec Bengali news articles 22,675 Accuracy,
• LDA: 62.45%
• Lda2vec: 85.66%

T. Yang et al. [13], 2011 MALLET English newspaper article - Accuracy 60%
K. M. Alam et al. [14], 2020 LDA Bengali news article 70,000 Topic score 49.12
S. H. Mohammed et al. [15],
2020

LDA, LSA English books and articles 300 Coherence score,
• LDA: 0.59
• LSA: 0.49

M. Grootendorst [16], 2022 BERTopic, LDA, NMF,
CTM, Doc2Vec

20 NewsGroups
BBC news
Trump’s tweet

16,309
2,225

44,253

Coherence score,
• LDA: 0.058
• NMF: 0.089
• CTM: 0.096
• Doc2Vec: 0.192
• BERTopic: 0.166

S. Palani et al. [17], 2021 LDA, BERT English tweets 40,000 Coherence score,
• LDA: 0.50
• BERT: 0.52
• LDA+BERT: 0.56

S. S. Panigrahi et al. [18],
2018

Word2Vec Hindi Wikipedia data 21,681 12 cluster for hierarchical
clustering.

S. K. Ray et al. [19], 2019 LSI, LDA, NMF Hindi news articles 10,400 Coherence score,
• LSI: 0.48
• LDA: 0.66
• NMF: 0.79

A. Abuzayed et al. [20], 2021 BERTopic, LDA, NMF Arabic news articles 108,789 BERTopic performed better than
LDA and NMF

L. George et al. [21], 2023 LDA, BERT,
BERT-LDA

CORD-19 dataset 40,000 Silhouette score on UMAP,
• LDA: 0.38
• BERT: 0.49
• BERT-LDA: 0.52

M. H. Asnawi et al. [22],
2023

CTM-MPNet User-review dataset 15,000 Coherence score,
• CV : 0.7091
• CUCI : -0.6407
• CNPMI : 0.0752

M. C. Wijanto et al. [23],
2024

BERTopic, RoBERTa,
DistilRoBERTa

Research articles 20,972 Coherence score,
• BERTopic: 0.5412
• RoBERTa: 0.5554
• DistilRoBERTa: 0.4950

tokens created from 7.2GB of Wikipedia documents.
Using hierarchical clustering, 12 clusters were found to
be the optimum number of clusters in that study.

S. K. Ray et al. [19] applied LSI, LDA, and NMF
algorithms for topic modeling on the Hindi news corpus.
The corpus consists of 10,400 documents. The coherence
CV score and perplexity were used for the performance
analysis in that study. The coherence scores were 0.48,
0.66, and 0.79 for LSI, LDA, and NMF respectively.

A. Abuzayed et al. [20] have experimented with the
BERTopic model on an Arabic dataset. The dataset was
contained a total of 108,789 Modern Standard Arabic
(MSA) documents. The BERTopic model has performed
better than LDA and NMF based on coherence NPMI
score.

L. George et al. [21] proposed a hybrid model com-
bining BERT with LDA which focuses on enhancing
coherence and interpretability by integrating clustering
techniques, such as k-means, along with dimensionality
reduction methods like PCA, t-SNE, and UMAP. They
have evaluated their model using silhouette score on the
COVID-19 Open Research Dataset (CORD-19). They

have found that UMAP based dimensionality reduction
outperformed other methods with the silhouette score of
0.52.

M. H. Asnawi et al. [22] presented a combination of
the Contextualized Topic Model (CTM) and the Masked
and Permuted Pre-training for Language Understand-
ing (MPNet) model to improve the analysis of user
feedback data. The approach starts by determining the
optimal number of topics on a user-review dataset of
different apps from the app store. By optimizing hyper-
parameters, they have found that the model outperforms
the traditional topic models with a coherence CV score
of 0.7091. Their emphasis was on extracting meaningful
insights from user feedback for developers to prioritize
improvements.

M. C. Wijanto et al. [23] proposed topic model-
ing for scientific articles, focusing on BERT-based ap-
proaches with optimized hyper parameters. Their exper-
iments were run across different combination of word
embedding, dimension reduction techniques and cluster-
ing methods. They have achieved superior results over
traditional methods like LDA with the combination of
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RoBERTa for word embedding, PCA for dimension re-
duction and K-Means for clustering. A detailed summary
of our related works is given in TABLE I.

III. Methodology
This section explains the detailed information about

our proposed methodologies as shown in Fig. 1.

News Article
Scrapper

Bengali News
Corpus

Preprocessing

Dictionary
Creation

Topic Model

Model
Evaluation

• Remove punctuations
• Remove irrelevant
elements

• Remove stop words
• Tokenization

• LDA
• LSI
• HDP
• BERT
• BERT-LDA

• Bag of Word (BoW)
• Document Term
Matrix (DTM)

• Silhouette score
• Coherence score
• Jaccard similarity score
• Davies-Bouldin Index
(DBI)

• Calinski-Harabasz
Index (CHI)

• Homogeneity and
completeness scores

• Topic diversity

Fig. 1: Proposed Methodology

A. Data Collection
A high quality dataset is essential in the field of

NLP, as the output is significantly influenced by the
quality of the dataset utilized. Collecting data in Bengali
has always been challenging due to limited resources.
For our research, we gathered data by extracting news
articles from various Bangladeshi news portals using a
web crawler based on a Python library. Around 60,652
news articles from 10 different categories were collected
to construct the corpus. The distribution of data across
these 10 categories is illustrated in a pie chart presented
in Fig. 2.

11.41%

11.39%11.34%

11.33%

11.29%

10.92%

10.66%
10.39%

8.43%

2.84%

sports (6921)
entertainment (6906)
international (6880)
politics (6874)
education (6845)
economy (6624)
technology (6466)
covid-19 (6301)
job (5110)
state (1725)

Fig. 2: Category-wise data distribution in the corpus

B. Data Preprocessing
Preprocessing is the initial and most crucial step in

improving the accuracy of NLP tasks [8]. It is essential
to preprocess data while preserving the underlying mean-
ing of documents, particularly in the context of topic

modeling [10]. The following steps are involved in the
preprocessing of our dataset:

• Punctuations are removed along with other irrel-
evant elements such as extra white spaces, spe-
cial characters, and non-Bengali words. Due to
the significant meaning of certain numbers in our
dataset, some important numbers were not removed.
For example, ”১৯৭১" (1971, the Liberation War of
Bangladesh), "৬ দফা" (the six point movement), "৭
মাচর্" (the historical 7th march speech) were kept as it
is in our dataset.

• Significantly less important and frequently occurring
words in a document are known as stop words. For
the stop words removal task, a list of 425 Bengali stop
words is used in our study.

• Tokenization is a process of splitting documents into
sentences and subsequently breaking those sentences
down into a list of words. Each news article is
tokenized into word tokens.

After preprocessing, the statistical information of our
Bengali news corpus is shown in TABLE II.

TABLE II: Statistical information about the dataset

Total news document 60652
Total word in dataset 10987697
Average words per document 181
Total characters in dataset 67514214
Average characters per document 1113
Maximum words in a document 2746
Maximum characters in a document 17075
Unique words in dataset 323219

C. Topic Modeling
Topic modeling works in an unsupervised manner

for clustering a collection of documents. It provides
methodologies for automatically organizing, summariz-
ing, and understanding large corpora. Commonly used
topic modeling algorithms are LSI, LDA, and HDP. For
the training of these algorithms, a Bag of Word (BoW)
corpus is often used, where each document is represented
as a vector of word frequencies. A document-term matrix
(DTM) is then created based on this frequency count,
which serves as input for the topic modeling algorithms.
This matrix allows the algorithms to identify patterns
and relationships between words, thereby facilitating the
extraction of topics from the textual data.

Recently, deep learning transformer models, such as
BERT, have also been used in topic modeling. The
LSI, LDA, and HDP models utilize the document-term
matrix to identify relationships between documents ef-
fectively and assemble similar documents together. The
use of document-term matrix is simple because it uses
linear algebraic calculations and is therefore easy to
understand. Unlike HDP, LDA and LSI models perform
poorly when the corpus is large. In contrast, BERT has
demonstrated superior performance on large datasets.
Word level embeddings, like BoW, are inadequate for
extracting highly semantic topics because the same word
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PROCEDURE : BERT-LDA
1. Preprocess the data:

CleanText(data)
Tokenize(data)

2. Apply LDA for topic modeling:
lda = LDA(num_topics)
lda.fit(data)
lda_vectors = lda.transform(data)

3. Apply BERT for document embeddings:
bert_embeddings = BERT(data)

4. Merge LDA vector with BERT embeddings:
merged_embeddings = Concatenate(lda_vectors * γ,
bert_embeddings)

5. Train an autoencoder with hyperparameter tuning:
Define hyperparameters
autoencoder = Autoencoder(input_dim, latent_dim)
optimizer = Adam(learning_rate)
loss_fn = MSE()
encoded_embeddings =
autoencoder.encode(merged_embeddings)

6. Perform clustering using K-means:
kmeans = KMeans(num_clusters)
kmeans.fit(encoded_embeddings)
cluster_labels = kmeans.labels

7. Visualize clustering results using UMAP:
umap_embeddings = UMAP(encoded_embeddings)
plot(umap_embeddings)

may be expressed differently across various sentences. For
BERT, we have used a sentence transformer pre-trained
model for extracting contextual topics [24].

We implemented a hybrid model that combines LDA
and BERT, which exhibits enhanced performance com-
pared to the use of either LDA or BERT in isolation. In
this hybrid approach, the LDA topic vectors are merged
together with the BERT sentence embedding vectors.
Since the BERT vectors are significantly larger than the
LDA vectors, scaling is performed on the LDA vectors
to even out their relative importance using the gamma
hyper-parameter. The merged vector is fed into an auto-
encoder to ensure dimensionality reduction. Clustering
is then performed to separate different topics using the
default KMeans algorithm. The hyper-parameters that
were used in our study for the auto encoder are listed in
TABLE III.

TABLE III: Auto encoder hyper parameters

Parameters Values
Learning Rate 1e-5
Latent dimension 32
Activation Function RELU
Epochs 200
Batch size 128
Gamma 10
Optimizer Adam

D. Evaluation Metrics
Different approaches exist for evaluating topic models.

While no evaluation can fully replicate the assessment of

a human expert, it is necessary to employ mathematical
evaluation methods due to the inherent limitations of
human evaluation. Topic models are commonly evaluated
with coherence measures, as these correlate well with
human judgment. This study specifically examines four
coherence measures: CUCI [25], CUMass [26], CNPMI

[27], and CV [28]. These measures were selected for their
high correlation with human judgment and widespread
use in evaluating new topic models.

• CUCI : The coherence measure CUCI calculates co-
herency by considering the top N words from each
topic and sum a confirmation measure over all word
pairs. The precise definition of UCI is as follows:

CUCI =
2

N.(N − 1)

N−1∑
i=1

N∑
j=i+1

PMI(wi, wj)

PMI(wi, wj) = log
P (wi, wj) + 1

P (wi).P (wj)

where the probabilities are estimated from an ex-
ternal reference corpus moving a sliding window
through each document. P (w) is the probability of
a single word in each document while P (wi, wj)
determines the probability of words wi and wj co-
occuring in each document of the reference corpus.

• CUMass : The CUMass is an intrinsic measure of
coherence that relies on the word co-occurrences
within the corpus being analyzed. Unlike CUCI ,
it is independent of any external reference corpus.
CUMass is defined as:

CUMass =
2

N.(N − 1)

N∑
i=2

i−1∑
j=1

log
P (wi, wj) + 1

P (wj)

Although the formula of CUCI and CUMass seem
alike, they actually employ different computational
approaches. That is, P (wj) is the document fre-
quency containing word wj while P (wi, wj) is the
document frequency containing both wi and wj in
the corpus.

• CNPMI : The CNPMI replaces the PMI in CUCI by
rescaling the probabilities of word co-occurrences
known as normalized PMI. It is defined as:

NPMI(wi, wj) =
log

P (wi,wj)+1
P (wi).P (wj)

−log(P (wi, wj) + 1

The normalization of PMI is achieved by applying
a negative log of co-occurrence probability to each
PMI result.

• CV : The CV is an extrinsic measure that uses
the context vectors rather than the frequency of
co-occurring words. Context vectors compute the
frequency of words from the top N words only,
ensuring uniform vector length. The CV measure
combines the indirect confirmation measure and a
Boolean slide window over some external reference
corpus. It then uses Normalized Point-wise Mutual
Information (NPMI) and the cosine similarity of the
context vectors to calculate the coherence score.

Topic diversity is another important metric in topic
modeling evaluation to quantify the diversity of terms

IAENG International Journal of Computer Science

Volume 52, Issue 2, February 2025, Pages 383-393

 
______________________________________________________________________________________ 



TABLE IV: Clustering result analysis metrics and their significance

Name of the metric Significance Bounds Ideally expected result
Silhouette score Measures the quality of clusters [-1.0, 1.0] 1= best prediction
Jaccard similarity score Determines overlap between clusters [0.0, 1.0] 0.0 = best clustering
Davies-Bouldin Index
(DBI)

Measures the average similarity ratio of each
cluster

[0.0, ∞] 0.0 = best clustering

Calinski-Harabasz Index
(CHI)

Measures the ratio of cluster variance [0.0, ∞] higher value is desirable

Homogeneity score Measures whether each cluster contains only
members of a single class

[0.0, 1.0] 1.0= homogeneous prediction

Completeness score Measures whether all members of a given
class are assigned to the same cluster

[0.0, 1.0] 1.0= complete prediction

Topic diversity Measures the distinctness of topics from each
other

[0.0, 1.0] 1.0= topics are distinct and
unique

across different topics. Topic diversity is typically cal-
culated as the proportion of unique words across topics
to the total number of words across all topics. This
metric helps to assess whether the model has captured
a broad range of distinct themes rather than repeating
similar words across different topics. The formula for
topic diversity is defined as:

Topic diversity =
Unique words in all topics

Total words in all topics

Furthermore, the clustering results of our proposed
BERT-LDA model can be evaluated using a range of
metrics, including the silhouette score, Jaccard similarity
score, Calinski-Harabasz Index, Davies-Bouldin Index, as
well as homogeneity and completeness scores. All of these
metrics are implemented within the scikit-learn library
[29]. The significance of these metrics is illustrated in
TABLE IV.

IV. Result and Discussion
In this section, we evaluate the results and related find-

ings of the BERT-LDA model through several numerical
experiments. The performance of a topic model is often
evaluated by the number of topics it generates; therefore,
it is essential to identify the optimal number of topics for
our dataset. To identify this optimal number, we com-
puted the coherence score for each topic count (k) rang-
ing from 1 to 17 using the LDA topic model. As shown
in Fig. 3, the coherence score increases gradually with
the number of topics, peaking at k=11. This indicates
that 11 topics yield the most coherent representation of
our dataset. Based on these findings, we evaluated the
proposed BERT-LDA model using the optimal value of
11 topics across various evaluation metrics.

A. Coherence score
Topic coherence provides a useful metric for evaluating

the effectiveness of a particular topic model. In the
context of coherence, CUCI , CNPMI , and CV measure
the degree of semantic similarity among words within a
topic based on their co-occurrences in a reference corpus.
A higher score indicates stronger semantic coherence
among the words within a topic. On the other hand,
the coherence CUMass score measures the pairwise word

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55
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C
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V
)

c

Fig. 3: Optimum coherence score for k=11 using LDA

TABLE V: Coherence scores of all topic models

Model
Coherence

CUCI CNPMI CUMass CV

LDA 0.35 0.07 -3.73 0.61
LSI 0.39 0.15 -2.28 0.52
HDP 0.64 0.22 -1.88 0.85
BERT 0.53 0.15 -2.57 0.82

BERT-LDA 0.65 0.33 -0.88 0.92

similarity among the top N words of each topic. A higher
negative CUMass score, closer to zero, indicates stronger
pairwise word similarity, thereby indicating improved
topic coherence. TABLE V shows the coherence scores for
all models, including the hybrid BERT-LDA model with
k=11. The maximum coherence scores achieved for CUCI

and CNPMI are 0.65 and 0.33 respectively. The CUMass

score ranges approximately from 0 to -4 across all models,
with the optimal value being -0.88. Accordingly, the
CV score for all topic models falls within the range of
0.2 to 1.0 having the optimum score of 0.92 for BERT-
LDA. These results demonstrate that the BERT-LDA
model outperforms other topic models in terms of topic
coherence, making it a superior choice for generating
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Fig. 4: Visualization of LDA topic model

semantically meaningful topics.

B. Silhouette score
The silhouette score is an important metric for evalu-

ating the quality of clustering results. It measures how
similar a document is to its own cluster compared to
other clusters. It ranges from -1 to 1, where a higher score
indicates that the document is well-matched to its own
cluster and poorly matched to neighboring clusters. For
our proposed BERT-LDA model, the silhouette score is
0.49, suggesting that the identified topics are distinct
and well-separated, demonstrating the effectiveness of
the clustering process.

C. Jaccard similarity score
The Jaccard similarity score is particularly useful in

determining the degree of overlap between clusters. A
high score indicates significant overlap between clusters,
while a low score suggests that the generated clusters are
distinct and exhibit minimal overlap. For the proposed
BERT-LDA model, the Jaccard similarity score is 0.31,
indicating relatively distinct clusters with limited over-
lap.

D. Davies-Bouldin Index
The Davies-Bouldin Index (DBI) measures how well-

separated the clusters are from each other by calculating
the distance between clusters. A lower DBI score reflects
better separation between clusters. In our evaluation,
the BERT-LDA model achieved a DBI score of 1.42,
signifying a satisfactory level of cluster separation.

E. Calinski-Harabasz Index
The Calinski-Harabasz Index (CHI), commonly re-

ferred to as the Variance Ratio Criterion, serves as a

metric for assessing both the compactness of individual
clusters and the degree of separation among them. A
higher CHI score signifies that the clusters are both dense
and well-separated. The BERT-LDA model yielded a
CHI score of 8974.43, demonstrating its ability to form
cohesive and distinct clusters.

F. Homogeneity and Completeness score
The homogeneity score measures how uniformly each

cluster contains only members of a single class while
the completeness score measures how well all members
of a given class are assigned to the same cluster. In
practice, there is often a trade-off between homogene-
ity and completeness. Achieving high homogeneity may
sometimes lead to lower completeness and vice versa.
The goal is to find a balance where the topics are both
pure (homogeneous) and comprehensive (complete). The
homogeneity and completeness scores of our proposed
BERT-LDA model are 0.51 and 0.52 respectively.

G. Topic diversity
To find topic diversity, we used the top 25 words of

all topics. The topic diversity of the proposed BERT-
LDA model is 0.71 which indicates that the topics are
sufficiently different from each other.

H. Topic visualization
An interactive visual representation of interpreting

topics [30] using the LDA model is shown in Fig. 4. The
visual interactive chart is produced using the pyLDAvis
package. The chart displays the topics on the left side as
bubbles, while the top 30 most frequent words associated
with each topic are presented on the right side. The
size of each bubble reflects the relevance of that topic
within the corpus, with larger bubbles indicating greater
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Fig. 5: Visualization of BERT clustering results

Fig. 6: Visualization of BERT-LDA clustering results

relevance. When a bubble representing a topic on the
left side is selected, the most frequently occurring words
for that topic are displayed on the right side. The figure
shows minimum overlap between clusters.

The clustering results of the BERT and BERT-LDA
models are visualized in Fig. 5 and Fig. 6 respectively.
The clustering results obtained from the BERT-LDA

model, as depicted in Fig. 6, demonstrate a superior
performance relative to the clustering outcomes of the
BERT model illustrated in Fig. 5.

The visualization of word clouds for the final 11 top-
ics, as shown in TABLE VI, illustrates that the most
frequently used words within each topic are grouped
together cohesively. The size of each word is directly
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TABLE VI: Visualization of word clouds of BERT-LDA for the cluster size 11

Category: Business
Top words meaning:
Dhaka stock exchange,
trading, price of share, share
in taka, leading trader, etc.

Category: Covid
Top words meaning: died,
last hour, corona detected,
infection rate, recovery,
sample test, etc.

Category: Economy
Top words meaning: per-
cent in decimal, Bangladesh
bank, dollar in lakh, taka in
crore, government, etc.

Category: Sports
Top words meaning:
finish, team, goal, excellent,
yesterday, match, Messi,
Ronaldo, Bangladesh, etc.

Category: Education
Top words meaning: col-
lege, Dhaka, which one is
right, publish, tommorow,
MCQ, remaining part, etc.

Category: Entertainment
Top words meaning: Zee
TV, Zee cinema, Ramadan,
Sakib Khan, Amitabh
Bachchan, Gazi TV, etc.

Category: International
Top words meaning: local
time, United States, India,
in a report, in a statement,
Pakistan, government, etc.

Category: Technology
Top words meaning:
Google, made of, computer,
Facebook, technology,
besides, category, etc.

Category: Job
Top words meaning: ap-
ply, institutions, job types,
name of the post, salary
scale, last date, qualifica-
tion, etc.

Category: Politics
Top words meaning:
member of committee,
Awami league, Mirza
Fakhrul, Obaidul Qader,
government, activists, etc.

Category: State
Top words meaning: vil-
lage, topic, region, medi-
cal college, based on, local,
officer-in-charge, etc.

proportional to its probability of occurrence within the
topic; thus, as the frequency of a word increases within
a given topic, its size also increases. The word clouds
indicate the presence of 11 distinct categories in the
dataset, while the original dataset comprises 10 cate-
gories. It is noteworthy that the business category is
derived from the economy category, while the other
categories remain unchanged. For better understanding,
a concise explanation of each word cloud is also included
in TABLE VI.

I. Performance on English datasets
To evaluate our proposed BERT-LDA model on En-

glish datasets, we utilized two publicly available datasets:
the 20 Newsgroups [31] and BBC News [32] datasets. The
20 Newsgroups dataset consists of 18,846 articles across
20 categories in English, while the BBC News dataset
contains 2,225 articles from 5 categories sourced from the
BBC News website. The evaluation results for these two
datasets are presented in TABLE VII. The results clearly

TABLE VII: Evaluation of BERT-LDA model on 20
Newsgroups and BBC News datasets

Evaluation metric
Datasets

20 Newsgroups BBC News
Silhouette score 0.21 0.47

Coherence score

CUCI 0.17 0.15
CNPMI 0.07 0.03
CUMass -0.67 -1.03
CV 0.59 0.48

Jaccard similarity score 0.03 0.05
Davies-Bouldin index 3.68 1.19
Calinski-Harabasz index 561.73 708.15
Homogeneity score 0.36 0.31
Completeness score 0.37 0.31
Topic diversity 0.45 0.61
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TABLE VIII: Performance comparisons with previous works

Research Dataset Size Algorithm
Coherence

CUCI CNPMI CUMass CV

P. C. Paul et al. [10], 2022 51,016 LDA
BERT-LDA

-
-

-
-

-
-

0.63
0.66

S. H. Mohammed et al. [15], 2020 300 LDA
LSA

0.59
0.49

-
-

-0.37
-0.92

-
-

M. Grootendorst [16], 2022 16,309 LDA
NMF
CTM
Doc2Vec
BERTopic

-
-
-
-
-

-
-
-
-
-

-
-
-
-
-

0.058
0.089
0.096
0.192
0.166

S. Palani et al. [17], 2021 40,000 LDA
BERT
LDA+BERT

-
-
-

-
-
-

-
-
-

0.50
0.52
0.56

S. K. Ray et al. [19], 2019 10,400 LSI
LDA
NMF

-
-
-

-
-
-

-4.118
-2.808
-1.628

0.485
0.662
0.797

M. H. Asnawi et al. [22], 2023 15,000 CTM-MPNet -0.6407 0.0752 - 0.7091
M. C. Wijanto et al. [23], 2024 20,972 BERTopic

RoBERTa
DistilRoBERTa

-
-
-

-
-
-

-2.4856
-1.8291
-1.7787

0.5412
0.5554
0.4950

This Research 60,652 LDA
LSI
HDP
BERT
BERT-LDA

0.35
0.39
0.64
0.53
0.65

0.07
0.15
0.22
0.15
0.33

-3.73
-2.28
-1.88
-2.57
-0.88

0.61
0.52
0.85
0.82
0.92

indicate that our proposed model performs effectively on
English datasets, suggesting its suitability for application
in other languages as well.

J. Performance comparison with previous works
The performance comparisons of the topic models

employed in our study with several notable previous
works are illustrated in TABLE VIII. Based on the
evaluation metrics, our findings suggest that BERT-LDA
demonstrates greater effectiveness than the other models
utilized in prior researches.

V. Conclusion
Topic modeling is a powerful method for uncover-

ing thematic patterns and latent topics within textual
datasets. Various topic modeling approaches have been
employed to extract meaningful insights from Bengali
text, supporting applications such as information re-
trieval, document clustering, and recommendation sys-
tems in the Bengali language domain. BERT-LDA is
a hybrid fusion of BERT and LDA, which provides a
unique advantage through the combination of the se-
mantic contextual embedding power of BERT with the
probabilistic modeling of LDA. BERT-LDA, a hybrid
fusion of BERT and LDA, offers a significant advantage
by combining BERT’s ability to generate rich semantic
contextual embeddings with LDA’s probabilistic topic
modeling capabilities. While still an emerging approach
in Bengali topic modeling, BERT-LDA demonstrates
enhanced topic interpretability, as measured by various
evaluation metrics. Our experiments yielded promising
results with traditional probabilistic models like LDA,
LSI, and HDP, while BERT-LDA outperformed them
all in terms of coherence scores. Additional evaluation

metrics, including Silhouette Score, Jaccard Similarity,
Davies-Bouldin Index (DBI), Calinski-Harabasz Index
(CHI), Topic Diversity, as well as Homogeneity and Com-
pleteness Scores, further validate BERT-LDA’s effective-
ness for Bengali topic modeling. However, BERT-LDA
may incur considerable computational costs, especially
during the inference process, due to the large number
of parameters associated with BERT and the iterative
nature of LDA inference. Future research aims to address
these challenges and extend the scope to multi-modal
and cross-lingual topic modeling, facilitating knowledge
discovery across diverse languages and cultures.
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