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Abstract—Online offensive behaviour continues to
rise with the increasing popularity and use of social me-
dia. Various techniques have been used to address this
issue. However, most existing studies consider offensive
content identification as a binary or ternary problem,
disregarding the potential for multi-class classifica-
tion of derogatory content. In this work, we propose
RoBERTa Embedding-based Graphical Approach Clas-
sifier (REGAC), which aims to designate the identified
offensive content into varied classes,like age, gender,
ethnicity, religion, and others to understand what exact
qualities the bully usually targets in their victim so
that pertinent measures can be taken to battle them.
Additionally, the models’ efficiency is evaluated using
an unbalanced dataset to identify types of offensive
content. The word embeddings are generated for a
balanced dataset using RoBERTa embedding model to
bring out the best-fitting vectors. These vectors are then
input into traditional Machine Learning algorithms
(SVM, KNN, Logistic Regression, Random Forest, and
XGBoost) and graph-based algorithms (Graph Con-
volution Network (GCN), GraphSAGE, and Graph At-
tention Network (GAT)) for fine-grained categorization
of offensive textual content. The experimental results
demonstrate the efficiency of combating social media’s
offensive content of the proposed work with higher
Precision, Recall, F1-Score, and Accuracy compared
with most state-of-art approaches.
Index Terms- Graphical Approach, Machine Learning,
Online Offensive Behaviour, Social Media.

I Introduction

Social media is now widely used worldwide
for communication, entertainment, marketing,
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and other online activities. It has become an
integral part of daily life. It is one of the
most convenient and cost-effective ways to stay
connected with people worldwide. In the last
couple of years, social media has played a vital
role in assisting individuals and communities in
desperate requirements. It is one of the right
places to start any noble cause, as it helps reach
out to many people. It can also serve as a
platform to unify people with the same interest
worldwide. It is the best place on the internet to
be updated with the latest information and news.
It contributes literally to the globalization of the
world at large.

The increased use of social media and their
anonymity encourages for exhibiting online of-
fensive behaviour, like harassment, hate speech,
abuse, bullying etc. These abusive behaviours are
showing a significant impact on society by af-
fecting the mental health of many. An increasing
number of people are experiencing mental health
disorders, such as anxiety and depression, due to
online offensive behaviour [1]. In some cases,
online bullying has driven individuals to take
the extreme step of self-harm or suicide. This
motivated us to develop an approach to efficiently
combat offensive behavior on social media.

Social media networks can be represented as
graphs, as shown in Fig. 1. Graphs are widely
recognized data structures that represent net-
works or relationships among data elements.
They provide a comprehensive representation of
relationships among data. Usually, an adjacency
matrix is used to represent the network or graph
to make them computationally understandable.
Still, the graphs can also be expressed using an
edge or adjacency list and are often considerably
better than one can depict in lists or data frames.
Graphs enable us to represent the connection be-
tween the data distinctly and help to understand
how things are related to one another [2].

In this work, we have used the RoBERTa
word embedding-based Multi-Class Offensive
Content Identification using Graphical Approach.
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Fig. 1. An Instance of Depicting Social Media Network as Graph

.

RoBERTa word embedding technique converts
the textual content to vectors. The vectors are
given as input to both Machine Learning and
Graph-based classifiers to efficiently identify
what particular victim qualities the bullies are
attacking and to recognize the type of offensive
content by performing fine-grained classification.
Most existing works have focused on detecting
online bullying content using binary or ternary
classification, and the fine-grained Multi-class
classification of offensive content identification
is limited. The fine-grained classification will
facilitate in identifying not only the offensive
content but also its type and better comprehend
the bullies general mindset or psychology and
help to take further steps to address them via.,
cautioning users in advance, the targeted healing
process, etc.,

The main contributions of this work are sum-
marized as follows.

(i) We propose a generic model for Multi-
labelled text classification using Graph
Neural Network.

(ii) We devise a REGAC Algorithm to achieve
Multi-class offensive content identification
using a graphical approach.

(iii) We have analyzed the performance of the
RoBERTa Embedding-based Graphical Ap-
proach classifier in terms of Precision, Re-
call, F1-Score, and Accuracy.

The proposed approach’s novelty lies in the
combination of embedding technique and three
varied graph-based neural network layers applied
on the entire dataset to perform multi-class offen-
sive content detection, unlike [3], where it uses
a different identification approach and that too
only on small part of the dataset.

The following section outlines the literature
survey; in Section 3, we describe the methodol-
ogy and brief the experimental setup and results
in Section 4. The results are discussed in Section
5, and finally, Section 6 contains the conclusions.

II Literature Survey

This section summarizes recent studies fo-
cused on identifying derogatory content in social
media networks. The advancement of Natural
Language Processing (NLP) over the years has
enhanced embedding models’ ability to under-
stand textual content and its context. To appro-
priately recognize online offensive content by
the system, the crucial thing is to understand
the content correctly. Various word embedding
techniques developed over the years facilitate this
process. Based on this understanding, an appro-
priate classifier should be chosen to categorize
the content effectively.

Feature extraction is extracting only essential
features instead of giving the entire data to the
classification algorithms so that the extracted
data will still contain all the critical informa-
tion necessary for further processing. Using this
technique reduces the computation time. Word
embedding techniques are employed to convert
textual data into vectors, as classification algo-
rithms cannot process textual content directly.
Mostly word2vec and TF-IDF are used to get
feature vectors of textual data. But Khan et.al [4]
has used discrete emotional features along with
word2vec. Then the extracted features are fed to
deep neural network models to classify social
media’s aggressive and non-aggressive textual
content appropriately.

A framework based on a graph convolutional
network named SOSNet has been proposed in
Wang et.al [3], which uses the tweet’s inherent
semantic connection to identify the objectionable
content. Further, the identified derogatory content
is categorized into an appropriate class of multi-
class classification. SOSNet classification tech-
nique has experimented with varied word embed-
ding techniques viz., SBERT, BERT, DistilBERT
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etc., and SOSNet in combination with SBERT
gave the best performance comparatively.

Murshed et.al [5] have used word2vec and
TF-IDF word embedding techniques to extract
features. The information Gain method is used
to select the prominent features among them that
are necessary to recognize bullying events. Then
these features are given to a deep learning-based
hybrid classifier to identify tweets containing
bullying content accurately.

BoW, TF-IDF and GloVe word embedding
techniques convert textual content to numeric
vectors in Ojo et al., [6]. Then these vectors
are given to prominent Machine Learning algo-
rithms viz., SVM, Naive Bayes, Logistic Regres-
sion, Random Forest and one-dimensional CNN
in combinations to recognize hate speech and
compared their results to identify the best combi-
nations on sentence level annotated English posts
of internet forums.

An end-to-end method has been proposed in
Miao et al., [7] that has used community struc-
ture and features of text to recognize the offen-
sive language. Graph Attention Network (GAT)
layers are used here to capture the community
structure features, fused with text embeddings
generated by BERT using attention mechanisms.
In addition, this method represented users with
information about their historical behaviour, in-
dicating their general tendency to use deroga-
tory language in social media. This reduced the
computation burden of the model as the number
of parameters to be considered by the graphical
neural network got reduced and helped to make
the model more efficient.

A systematic method to identify online ha-
rassment and to analyse intentions behind every
comment on social media has been proposed
in Abarna et al., [8]. Similarity measures and
Fast Text models are used to build an efficient
conventional model to analyse the text’s lexical
meaning and the order of the word in the textual
comments that contain harassment words. Vari-
ous feature extraction techniques are used to ac-
curately identify the target groups and understand
the intentions behind every textual comment.

Identification of cyberbullying in social net-
works has been proposed in Azeez et al., [9]
and Fang et al., [10] in which the former uses
the approach of artificial intelligence where var-
ious traditional machine learning algorithms and
ensemble models are used to recognize bully-
ing tweet. The latter uses GloVe embeddings

for vector generation and Bi-Directional Gated
Recurrent Unit (Bi-GRU) and the self-attention
mechanisms to perform binary classification of
whether the given text contains bullying content
or not.

Anti-cyber bullying system based on artifi-
cial intelligence was developed by Ige et al.,
[11] which uses Multinomial Naive Bayes and
optimized SVM to identify and intercept both
incoming and outgoing bullying messages and
to take appropriate action.

A neural network based model is developed by
Agbaje et al., [12] which in addition uses senti-
ment analysis on Twitter data to appropriately
detect content that contains cyberbullying and
aggression text. Chatzakou et al., [13] proposed
a robust methodology to identify aggressors and
bullies from normal users on Twitter social me-
dia using textual content that gets posted, user
profile information, and network-based attributes
and classify those accounts into an appropriate
category based on the detection using prominent
machine learning algorithms.

Online bullying content has also been detected
across multiple social media platforms viz.,
Formspring, Twitter, and Wikipedia in Agrawal
et al., [14] utilizing various machine learning and
deep learning based models and transfer learning.

A Deep Neural Network is combined with a
Convolutional and Gated Recurrent Network in
Zhang et al., [15] to recognize online hate speech
in Twitter social media. This method captured
both word sequence and order of information
in comparatively shorter texts and efficiently
recognized hate speech content.

Rezvani et al., [16] have proposed an
attention-based model that combines context and
textual features of the text to detect cyberbullying
content on social media.

Song [17] suggested a framework that in-
tegrates online posted text’s semantic, context
and structural features of interaction networks
to improve the efficiency of recognizing abusive
online content. Cecillon [18] and Mishra [19]
utilized graph-based techniques to identify the
offensive online language, where, [18] used a
graphical embedding approach to learn the rep-
resentations of conversational messages depicted
as graphs, whereas [19] used GCN to capture
the user’s linguistic behaviour along the online
platform’s structural details.

Ahmed [20] analyzes the performance of var-
ied transformer-based models such as BERT,
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DistilBERT, RoBERTa etc., and their ensembles
to identify cyberbullying traits with balanced and
imbalanced datasets. Maity [21] uses a graph-
based framework with cosine similarity to gener-
ate a single graph for the entire BullySent corpus
to detect online bullying content.

From the above reviewed recent research
works, we see that researchers are taking offen-
sive language detection as mostly a binary or
ternary problem instead of a multi-class identifi-
cation problem. Most of them ignored consider-
ing the qualities of the victim the bully is target-
ing, viz., age, religion, gender, etc. In addition,
using a graphical approach to address the prob-
lem is limited. It is necessary to consider the fine-
grained classification implementation utilizing a
graph-based approach to design a mechanism
that efficiently controls offensive language usage
in social media since a graph is one of the most
efficient ways to represent social media.

III Problem Statement
In this section, we define the problem state-

ment for offensive content identification. Given
a set of Online posted texts T = (t1, t2, . . . ., tN),
where N is the total number of texts in our input
data, our proposed REGAC algorithm, which
consists of graph-based classifiers aims

1) To efficiently classify identified offensive
content into one of five multi-class cate-
gories—age, gender, religion, ethnicity, and
others—and determine the specific qualities
or features targeted by bullies.

2) To reconfirm the models’ efficiency on an
unbalanced dataset in identifying the type
of offensive content.

3) To enhance Precision, Recall, F1-Score, and
Accuracy metrics compared to state-of-the-
art methods.

In particular, the input dataset is converted
to machine-readable format (vectors) using the
Word embedding technique, which is capable
enough to capture the relevant features of the
text. Then these representations are converted
into a graph using Approximate Nearest Neigh-
bour Oh Ya (ANNOY). The graph data are given
to three graph convolution-based classifiers, to
classify the Online texts into their appropriate
multi-class category.

IV Methodology
The generic model for multi-labeled text clas-

sification using a Graph Neural Network (GNN)

TABLE I
NOTATIONS USED IN THE ALGORITHM

Notation Description
t Online Posted Texts

N Total number of Online Posted Texts in input data
v Vector
n Number of Vector Dimensions
R Number of Nearest Neighbours
G Graph
V Vertex(Node)
E Edges (Edges of every V to its few nearest neighbour)

is depicted in Fig. 2. The dataset, consisting of
textual content, is input into a word embedding
technique to generate numerical representations
of the text. Embeddings convert text into vector
representations that can be used for further anal-
ysis. It spans the comprehensive human language
to that of a machine and disseminates text decla-
rations in an n-dimensional space. They are the
method of feature extraction of the text so that
these features are fed to the machine learning
model to work with text data. In simple terms,
word embeddings are vector representation of
words such that the words with a similar meaning
or the same have a similar kind of representation.
They are essential for solving most NLP prob-
lems, as machine learning models cannot directly
interpret text and require it to be converted into
numerical vectors. Various embedding models,
such as TF-IDF, Word2Vec, GloVe, FasText, and
BERT, are available for this purpose [22].

The output of the Word Embedding Technique,
i.e., the vectors, is given to Graph Creation
Algorithm. Most problems are graphs in their
true sense, and the data, such as social networks,
molecules, research work citation networks rep-
resented as graphs [23]. The Graph Creation
Algorithm results in a Graph where each node
represents the text, and the nodes are connected
to their nearest nodes with edges. The output
Graph generated by Graph Creation Algorithm
is given to Graph Neural Network (GNN) model
to represent each node better and classify them
into an appropriate class of multi-labelled clas-
sification.

A. REGAC Algorithm

The REGAC (RoBERTa Embedding-based
Graphical Approach Classifier) algorithm for
fine-grained offensive content detection in online
posts consists of three phases:
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Fig. 2. Generic Model of Multi-labelled Text Classification.

Algorithm 1 : REGAC
Input: Online Posted Texts
Output: Multi-class Labelling of Online Posted Texts

Begin
Phase 1:Generation of Vectors from RoBERTa Word Embedding Technique
for online posted text t ← t1 to tN do

Compute Vector v ← v1 to vN where, size of each v = n dimensions
end for
Phase 2: Graph Creation

Create ANN index for every v embedded with its label using Annoy
Create graph G(V, E) from the index by identifying R nearest neighbours.

Phase 3: Multi-label Classification using Graph-based Algorithms
(i) GCNConv

Input G(V,E) to 2-layers of GCNConv
Outputs label for every v

(ii) SageConv
Input G(V,E) to 2-layers of SageConv
Outputs label for every v

(iii) GATConv
Input G(V,E) to 2-layers of GATConv
Outputs label for every v

End

1) Phase 1: Generation of Vectors from
RoBERTa Word Embedding Technique

Each piece of textual content is input into
the RoBERTa word embedding technique, which
is pre-trained on hate speech, to generate n-
dimensional vectors as output.

2) Phase 2: Graph Creation
The vectors generated in phase 1, embedded

with its label, are given as input to Annoy to
create the ANN index. The index is then utilized
to construct the graph G(V, E) by taking a few
nearest neighbouring vertexes for every node.
This phase gave a graph consisting of vertex V
equal to the number of texts passed as input and

edge E to R nearest neighbouring nodes of every
node.

3) Phase 3: Multi-label Classification using
Graph-based Algorithms

This phase uses three graph-based classifiers
viz GCNConv, SageConv and GATConv.

(i) For every vertex V, GCNConv initially
computes the addition of vector representa-
tion of all its neighbouring nodes and itself
and then applies the Mean Aggregator func-
tion over the obtained values. Subsequently,
it is passed through two layers of GCN-
Conv, which consist of the ReLu activation
function, and later through softmax to get
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an appropriate label for every node.
(ii) The SageConv layer selects two hops and

randomly samples nodes from these hops
to construct the computation graph for each
vertex V. The representation was acquired
for all the nodes on the computation graph
and passed them through the Aggregator
(Mean and Pooling Aggregator separately
to know the impact of the results upon
the usage of varied Aggregators. LSTM
Aggregator did not work for our datasets
as it required sorted indices). Later ver-
tex V’s already existing representation is
concatenated with the new representation
and multiplied the same with the weight
matrices, followed by passing them through
non-linearity. Once after reaching the final
representations of every node, they will be
passed through the neural network to obtain
one of the multi-class labels for each vertex
V.

(iii) The GATConv for every vertex V, computes
its transformed representation by calculat-
ing the attention weight of all its connected
neighbours by passing its present repre-
sentation, and its connected neighbouring
node’s representation through non-linearity
and later concatenates these representations
and passes them through a single-layer
feed-forward neural network and further
through softmax to get attention weight
for the connected neighbouring node. The
exact process will be repeated for every
connected neighbour of vertex V. Finally,
for each neighbouring node of vertex V, a
linear transformation is performed, multi-
plied by the respective attention weight, and
summed. The result is then passed through
a non-linear activation function. After get-
ting the final transformed representation for
every vertex V, pass those representations
or vectors through the neural network to
obtain their labels.

B. Implementation of REGAC Algorithm

In this section, we discuss the implementation
of the REGACalgorithm through an illustration
for online Twitter posts. The Fig. 3 illustrates
the overall approach adopted to recognize the
offensive content of social media by carrying out
fine-grained classification; they are described as
follows:

(i) Dataset: A comparatively balanced dataset
developed by Wang [3](copyright obtained) us-
ing the process of semi-supervised based Dy-
namic Query Expansion (DQE) to extract spe-
cific class’s natural data points of Twitter to auto-
matically generate a multi-class balanced dataset,
which is made publicly available has been used
in this work [24]. The dataset consists of 47,689
entries, with 39,744 containing cyberbullying
content and 7,945 classified as non-offensive
content. Out of those 39,744 cyber bullying data,
7,992 data have age related offensive content,
7,961 data are ethnicity related, 7,973 are gender
related, 7,998 are religious related, and finally,
the others class contains 7,820 offensive content
data and the same is pictured in Fig. 4.

In addition we have used the dataset provided
by [25](copyright obtained), which consists of
62,587 data instances in total. This dataset has
multiple labellings for many of the data in-
stances, hence with the help of three annota-
tors we relabelled the entire dataset for single
labelling by clearly describing each of the labels
and distinctions between them to annotators. The
class wise distribution of this dataset is depicted
in Fig. 5. In this work, we have used 70% of the
dataset for training, 10% for validation, and the
remaining 20% for testing purposes.

(ii) RoBERTa Word Embedding Technique:
Embedding models play a huge role in better

understanding of contents by models; usage of
appropriate word embedding models is essential
in determining the efficiency of detection models.
We experimented with varied embedding models,
precisely on Word2Vec, GloVe, FasText, BERT,
SBERT, DistilBERT, and RoBERTa on the same
dataset used here in our previous work [26] and
found RoBERTa performance a cut-above for
our goal of fine-grained classification of iden-
tified offensive textual content. Therefore, in this
work, we have used the RoBERTa embedding, a
transformer-based model particularly pre-trained
on hate speech and retained its default output
vector dimension size of 768.

A robustly optimized BERT pretraining ap-
proach is an extension of BERT. The goal of
RoBERTa is to optimize the pre-training proce-
dure of BERT architecture. It shares a similar
architecture to BERT with a simple modification
in its design and training procedure.

RoBERTa architecture removed the BERT’s
Next Sentence Prediction (NSP) objective as re-
moving NSP loss slightly improves or at the least
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Fig. 3. Architecture of the Proposed Model for Fine-grained Offensive content Detection.

Fig. 4. Multi-Class Distribution of the Dataset Provided by [24].

Fig. 5. Multi-Class Distribution of the Dataset Provided by [25].

matches the performance of the downstream task.
It also trains with large-size batches and long
sequences compared to BERT, as the big batch
size enhanced the accuracy of the end task and
the masked language modeling objective’s per-
plexity. Along with this, parallelizing big batch
sizes is easier via distributed parallel training.
RoBERTa uses a dynamic masking pattern to
generate different masking each time data is
passed to the model against BERT’s single static
mask.

RoBERTa has trained on Book Corpus and
English Wikipedia dataset, which contains 16 GB
of text data, CC-News which has 63 million news
articles, Openwebtext dataset of size 38 GB, and
Stories containing 31 GB of text data [27].

The embedding model is specifically pre-
trained on hate speech and implemented using
Hugging Face’s transformer library [28], [29].

(iii) Graphical Approach Classifiers: After
obtaining 768 dimension vectors from RoBERTa
embedding, an Approximate Nearest Neighbor
(ANN) index is created using Approximate Near-
est Neighbor Oh Yeah (ANNOY) to construct
a graph by applying a distance threshold. Par-
ticularly for this work, we have chosen the 50
nearest neighbours to maintain the right balance
of computational cost and efficiency.

Graph Convolution Networks (GCN) are con-
volutional neural networks that can be applied
straight on graphs and benefit from their struc-
tural details. They are very capable neural net-
work architecture on graph data. It is a technique
for semi-supervised learning on data that can be
structured as a graph. Numerous varied kinds
of graph convolution layers are available in the
literature. Exploration is the only way to select
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the most appropriate layer for a downstream task
[30]. In this work, we have explored three known
GCN layers, namely GCNConv presented by
[31], GraphSAGE given by [32], and Graph At-
tention Network (GAT) conferred by [33], which
took in vectors generated by the RoBERTa em-
bedding model discretely and gave out pertinent
node representation which in turn are given to
neural network separately to recognize offensive
textual content by performing multi-label cate-
gorization.

V Experiments
This work was implemented on a Tesla T4

GPU with 32GB RAM. Python was used for
implementation, and the Google Colab environ-
ment was utilized to execute the code. PyTorch
Geometric has been employed for graph imple-
mentation and python scikit-learn as a machine
learning library.

A. Baseline Models

The performance of REGAC, i.e., REGAC
(RoBERTa + GCNConv) and REGAC (RoBERTa
+ GraphSAGE), is compared with the two
baseline methods, namely, Graph Convolutional
Network Approach (SOSNET) [3] and Hybrid
Deep Learning Model of 1-Dimensional Con-
volutional Neural Networks and Bidirectional
LSTM (Res-CNN-BiLSTM) [34]. Both baseline
methods share a similar objective with REGAC
to combat offensive content on social media by
categorizing bullying content into fine-grained
classes, thereby understanding the targeted qual-
ities of victims and controlling objectionable
content. SOSNET combines SBERT and a graph
convolution network for the multi-class classi-
fication of offensive content. However, this ap-
proach was applied to only 10% of the dataset,
with statistical methods used to extrapolate re-
sults for the entire dataset. Whereas Res-CNN-
BiLSTM , a hybrid deep learning model, has used
GloVe embedding technique in combination with
Bi-directional Long Short Term Memory (Bi-
LSTM) and one-dimensional CNN individually
and concatenated the results obtained from both
and passed them through linear transformation
followed by SoftMax. Our approach (REGAC)
outperformed SOSNET in terms of Precision, Re-
call, F1-Score, and Accuracy, while also achiev-
ing relatively better results compared to the Res-
CNN-BiLSTM implementation.

RoBERTa word embedding generated vectors
are given as input to traditional Machine Learn-
ing algorithms to check their performance in ap-
propriately classifying the recognized offensive
content into multi-label classification viz., age,
gender, religion, ethnicity, and others.

The traditional machine learning algorithms
that are used are

1) K-Nearest Neighbours(KNN) algorithm:
KNN is a supervised Machine Learning algo-
rithm that uses similarity criteria to classify the
given data into its appropriate category based on
the already available data [35].

2) Support Vector Machine(SVM) algorithm:
SVM is a very popular supervised Machine
Learning algorithm that creates the best possible
decision line named Hyperplane to separate n-
dimensional space into classes. Any new data
that comes in is put into a suitable category using
this hyperplane [36].

3) Logistic Regression: Logistic Regression is
another well-known supervised machine learning
algorithm which predicts the dependent variable
category given the set of independent variables.
It is basically used to foresee the likelihood of
occurring a binary event.

The three types of Logistic Regression are
a) Binary Logistic Regression - It is used when

there are two possible outcomes such as 0 and
1.

b) Multinomial Logistic Regression - It is used
when there are multiple unordered outcomes
such as Cat, Dog, Lion etc.,

c) Ordinal Logistic Regression - It is used when
there will be ordered outcome such as Low,
Medium, and High [37].

4) Random Forest: Random Forest is a
well-known ensemble based supervised Machine
Learning algorithm. Instead of depending on the
result of one decision tree, this classifier takes
the outcome from multiple decision trees and
uses the majority voting method to predict the
final outcome. As the number of trees increases,
the accuracy of the result also increases and
simultaneously prevents the over-fitting problem
[38].

5) Extreme Gradient Boosting(XGBoost): XG-
Boost is a fast, optimal, ensemble tree-based
Machine Learning algorithm. It uses the frame-
work of gradient boosting to solve classification,
prediction, regression, and ranking problems. It
is highly scalable and robust in handling a variety
of distribution, data types, and relationships [39].
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B. Graph-based Models

1) GCNConv: The concept of ’convolutional’
originated from images with fixed structures, but
it becomes complex when applied to graphs.

The generic idea of GCN is that for every
node, feature information of all its neighbour
nodes along with itself is collected and applied
some aggregate function over that information.
Then the obtained values are fed to the neural
network. An example of the same is represented
in Fig. 6, where for the green node, all its
neighbour node information along with itself are
collected, and used the Average Aggregator func-
tion over that information. The obtained values
are passed through a neural network and got 2-
dimensional vectors as output. GCNConv scales
the number of graph edges linearly and learns the
representation of hidden layers, which encodes
both the node features and local graph structure.
An example of a 2-layer GCN is depicted in Fig.
7, where the output of the first layer is given as
input to the second layer.

Let’s say for an undirected graph G = (V,E)
having N nodes, vertices vi ∈ V, edges(vi, vj) ∈
E, Adjacency Matrix A ∈ RNXN (binary or
weighted), Degree Matrix Dii =

∑
j Aij , Feature

Vector Matrix X ∈ RNXC (N - Number of nodes,
C - Number of dimensions of feature vector).
As an example, let us consider the graph G and
its associated adjacent matrix, degree matrix, and
feature vector, as shown in Fig. 8. To get each
node’s feature values of neighbours, multiply
Adjacency matrix A with the Feature vector X.
But this calculation missed adding the features of
the node itself as it is as vital as its neighbour.
So to do that, an identity matrix I is added to the
adjacency matrix A and obtained a new adjacency
matrix Ã as shown in Fig. 9.

To pass the information from neighbours to a
specific node, first a new degree matrix D̃ should
be computed from Ã, and then the inverse of
that D̃ denoted as D̃−1. Finally, multiply D̃−1

with ÃX. To deal with the weighted average,
replace D̃−1(ÃX) with (D̃−1Ã)X by following
the matrix multiplication’s associative property
so that D̃−1 becomes the scaling factor of Ã.
But this method did scaling of Ãij only by Dii

ignoring the j index, i.e., scaling is done only
by rows missing the corresponding columns. A
new scaling strategy addresses the above issue
by using D̃−1ÃD̃−1X instead of D̃−1ÃX .

The new scalar strategy gave the weighted
average by putting more weight on low-degree

TABLE II
NOTATIONS USED EQUATION 1

Notation Description
Â Scaled Adjacency Matrix (NXN)
X Feature Vector Matrix (NXC)
W (0) Trainable Weights (CXH)
W (1) Trainable Weights (HXF)
ReLU(ÂXW (0)) Represents First Layer
N Number of Nodes
C Number of Dimensions of Feature Vector
H Number of Nodes in the Hidden Layer
F Dimensions of Resulting Vector

nodes and reducing the impact of high-degree
nodes on their neighbours.

Using two scalers, normalization happened
twice, one time for the row and another time for
the column. So performing rebalancing becomes
necessary, and that is done by modifying D̃iiD̃jj

to
√

D̃iiD̃jj , i.e., replace D̃−1 with D̃−1/2 mak-
ing the formula D̃−1/2ÃD̃−1/2X and the pictorial
representation of rebalancing is as shown in Fig.
10.

In totality, for 2-layer GCN, the form of the
forward model is as shown in Equation 1, and
the notations used in it are described in TABLE
1. The loss function is calculated using the cross-
entropy error on all labeled examples.

Z = f(X,A) = softmax(ÂReLU(ÂXW (0))W (1)) (1)

The 2-layers of GCNConv and Mean Aggre-
gator function are used for fine-grained classi-
fication of offensive content. Initially, the 768
dimension vectors obtained from the embedding
generating algorithm (RoBERTa) are given as
input to the first layer of GCNConv and obtained
128 dimension vectors as output. Then that 128
dimension vectors are again given as input to the
second layer of GCNConv and got a 128 dimen-
sion vectors as output. The obtained vectors are
passed through the softmax function for multi-
class classification.

The number of layers here is the farthest
distance the node feature can proceed. Fig. 11
represents a sample of the information collecting
process with two layers for target node i. The
process of information gathering happens indi-
vidualistically for all nodes at once [23],[31].

2) GraphSAGE: It is an acronym for Sample
and Aggregate. It is a framework for learning
representations appropriate for dynamic graphs.
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Fig. 6. The Generic Idea of GCN Working.

Fig. 7. A Sample of 2-Layer GCN.

It overcame the problem of transductive learning
(GCN) by learning the aggregator functions that
can generate representations of a new node given
the node’s features and neighbourhood. This
method is called inductive learning.

The working principle of GraphSAGE is
shown in Fig. 12.

The first step of GraphSAGE is to sample the
neighbourhood nodes for any concerned node.
Let’s consider the center node colored in ”red”
in Fig. 11 as our node of interest and take a
sample of nodes from 1st hop (represented as
k) and 2nd hop neighbours of that node, and
that becomes the computation graph which that
particular node that we have selected carries and
the same is shown in the first step of Fig. 11
by colouring the nodes of computation graph of
our node of interest. Similarly, any node chosen

will have its computational graph based on the
desired number of hops and sample size selected
at every hop.

GraphSAGE’s second step is to propagate the
message that each neighbourhood node has so
far. As represented in the second step of Fig. 11,
all blue-coloured nodes accept the information
from their neighbouring green-coloured nodes.
Once all blue nodes have their representation,
they propagate them to the red node, and then
the red node will generate its final representation.
These blue and red nodes have an aggregator
function attached, aggregating how to merge the
collected information. There are various aggre-
gator functions like Mean Aggregator Function,
LSTM Aggregator Function, Pooling Aggregator
Function, etc., which are order invariant. For
our downstream task of multi-labelled offensive
content recognition, we experimented with Mean
and Pooling Aggregator functions. The exact
process is repeated for all the nodes of the graph
twice and some sample mini batches are used to
train the networks.

The third step of GraphSAGE starts with the
model being trained and having weights freeze.
Now one can generate embeddings for a new
node that comes in by defining the computation
graph for that new node. As the model already
has embeddings for the nodes connected to the
new node as they were already present during
the training process, pass them through the ag-
gregator function of the kth layer to get the
representation of the new node.

Getting the embeddings in the first place for
the red node depicted in the third step of Fig. 11
can be done in a supervised or unsupervised fash-
ion. The supervised method uses regular cross-
entropy loss to perform node classification tasks,
which has been used in this work, whereas the
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Fig. 8. Adjacency Matrix A, Degree Matrix D and Feature Vector X of Graph G.

Fig. 9. New Adjacency Matrix Obtained by Adding Self-loop to Every Node

Fig. 10. Pictorial Representation of Rebalancing New Degree Matrix.

unsupervised method uses a property that states
if two nodes are neighbours of each other, then in
high dimensional space also, they will be close
to each other and can optimize on that loss [32],
[40].

3) Graph Attention Network (GAT): GAT is
a neural network architecture that operates on
structured graph data. It is inspired by the work
of attention and its success in Natural Language
Processing (NLP) with recurrent networks. It is
an extension of the prior methods based on graph
convolution and the related works by incorpo-

rating the concepts of self-attention for learning
the node embeddings for graph-structured data.
It simultaneously addresses numerous challenges
of spectral-based GNNs and makes the model
applicable directly to both inductive and trans-
ductive problems. The critical difference between
GCN and GAT are depicted in Fig. 13, where
GCN exclusively allots non-parametric weight
α12 through the normalization function during
neighbourhood aggregation. But GAT implicitly
catches the weight α12 through the attention
mechanism to give higher weights to the more
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Fig. 11. A Sample of Information Gathering Process with 2-Layers.

Fig. 12. Working Principle of GraphSAGE.

Fig. 13. An Illustration of Key Differences Between GCN and
GAT.

significant nodes during neighbourhood aggrega-
tion [41].

GAT uses a sole layer throughout called the
graph attentional layer and input to this layer
is the set of node features or can also be

defined as the initial hidden representation of
every node, and this is represented as h =

{
−→
h 1,
−→
h 2, ....,

−→
h N} and the dimension for each

of them as F. After passing through one hid-
den layer, the new representation it gets is rep-
resented as h′ = {

−→
h ′

1,
−→
h ′

2, . . . .
−→
h ′

N} and the
transform length for each of the feature repre-
sentations for every node becomes F ′ and this
F ′ could be greater or lesser than F depending
on whether the network is a wider or a narrow
one.

To obtain the attention weight in terms of
how much the neighbouring node puts on to the
current node, the Equation 2 is performed.

eij = a(W
−→
h i,W

−→
h j) (2)

Where, i is considered to be the central node,
j to be one of the neighbours and there is an
edge between i and j. By default, GAT calculates
attention weights only if there is an edge between
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any two neighbours, and the rest of everything
can be assumed to be zero.

Fig. 14. Example Node Representation

Let the hidden representation of node i for
the example depicted in Fig. 14 be h1 and of
node j be h2. First, they will be passed through a
non-linearity which is W

−→
h i and similarly for the

neighbouring node, and that is W
−→
h j . This gives

F ′ length representation for every node. Since
there is a pair of these embeddings, they are
passed through a function called a so ended up
getting unnormalized attention weight between
node i and j. The softmax function depicted in
Equation 3

αij = softmaxj(eij) =
exp(eij)∑

k∈Ni
exp(eik)

(3)

is applied on the output to make these values
comparable, where the numerator has the value
between node i and j and the denominator kind
of normalises based on the number of neighbours
contained by node i and then summation is done
over the importance over those neighbours. The
αij values obtained after applying the softmax
function are called the attention scores. Attention
score implies at what weightage the jth node
impacts its representation for getting the final
representation of i.

The attention mechanism a that is used in
Equation 2 is nothing but a single-layer feed-
forward neural network that takes in a length of
2F ′ as the transformed representation of hi and
hj , and both are concatenated. The concatenated
(||) transformed hi and hj (W

−→
h i and W

−→
h j)

are passed through a linear layer (−→a T ) followed
by non-linearity (Leaky ReLU) and then this
entire thing is passed through softmax to get the
normalized weights and in turn ends up getting
attention weights and the same is represented
mathematically in Equation 4.

αij =
exp(LeakyReLU(−→a T [W

−→
h i||W

−→
h j]))∑

k∈Ni
exp(LeakyReLU(−→a T [W

−→
h i||W

−→
h k]))

(4)

Where, .T represents transposition.

Fig. 15. Pictorial Representation of the Calculation of Attention
Weights.

Fig. 15 summarises the overall process of
computing attention weight, where W

−→
h i is the

transformed representation of center node i and
W
−→
h j is the transformed representation of a

neighbouring node. Concatenate and pass them
through a linear layer, have a non-linearity fol-
lowed by softmax to get attention weights.

−→
h ′

i = σ

(∑
j∈Ni

αijW
−→
h j

)
(5)

The transformed equation for the forward pass
is shown in Equation 5, where each of the neigh-
bouring nodes of the center node i has some early
hidden representation. For those representations,
a linear transformation is done, multiplying each
of them with their respective attention weights,
and then summation is performed, followed by
non-linearity [33], [42].

C. Results and Discussion
The experiment is initially accomplished with

47,689 tweets, and the performance of REGAC
is validated by RoBERTa embedding with var-
ied Machine Learning and Graphical Approach
Classifiers.
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The confusion matrix for the baseline Machine
Learning algorithms like KNN, SVM, Logistic
Regression, Random Forest, and XGBoost with
RoBERTa are represented in Fig. 16 - Fig. 20,
respectively.

The confusion matrices for graphical ap-
proach algorithms—GCNConv, GraphSAGE, and
GAT—using RoBERTa embedding are shown in
Fig. 21, Fig. 22, and Fig. 23, respectively. These
matrices clearly show religion and age category
are the most targeted quality of victims and the
rest of the class’s resultant metric scores are also
significant.

The primary aim of this work is to com-
bat offensive content on social media by cat-
egorizing identified bullying content into fine-
grained classes—such as age, gender, religion,
ethnicity, and others—to better understand the
qualities targeted by bullies and take appropri-
ate preventive measures. To achieve this, we
experimented with various embedding models
in combination with baseline Machine Learning
classifiers, and RoBERTa embedding generated
vectors performed better for our goal of bullying
content detection as it is pre-trained particularly
on hate speech. So, we used RoBERTa embed-
ding technique to generate vectors, and those
vectors are given as input to both traditional
Machine Learning and Graph-based algorithms.
The results of the same are shown in Table III
and IV, respectively.

The evaluation metrics that are mainly selected
are accuracy and F1-Score. Accuracy is the most
intuitive one, and F1-Score is the harmonious
mean of precision and recall where precision
is the rate at which the classification precisely
predicts the appropriate category of the tweet
out of all the tweets that it has expected that
belongs to this particular category and recall is
the rate at which the classifier performs accurate
classification of the tweets into its appropriate
category when a tweet of that category is given.

Table III clearly shows that SVM outperformed
other methods across all four metrics. While
Random Forest performed well in the precision
metric, its performance in the other three met-
rics was suboptimal. The rest of the algorithms
i.e KNN, Logistic Regression, and XGBoost,
showed average performance with respect to all
four metrics.

The confusion matrices of all five Machine
Learning algorithms show that religion, age, and
ethnicity are the major categories based on which

victims are being targeted by bullies. The result-
ing numbers obtained on the rest of the categories
are also no less.

Table IV demonstrates that applying graph-
based algorithms significantly improved the ef-
ficiency of the textual offensive content detec-
tion system across all four metrics: Accuracy,
Precision, Recall, and F1-Score. Graph-based
algorithms exceed the performance of baseline
machine-learning algorithms.

The confusion matrices of graphical approach
algorithms (Fig. 18–Fig. 21) indicate that age,
religion, and ethnicity are the primary targets of
online offenders. But the resulting numbers of
other categories show that they are not any less
being targeted but comparatively less.

Table V compares various methods on the
same dataset to effectively classify offensive con-
tent and explicitly shows that the results obtained
exceed the performance of most of the previous
approaches. From our previous work [26], we
observed RoBERTa’s ability to generate appro-
priate embeddings. Similarly, the embeddings
generated by SBERT were also quite effective. In
fact, in instances where RoBERTa’s performance
dropped, SBERT performed exceptionally well
and the same can be observed in Table VI
and Table VII. Therefore, we explored SBERT
in combination with three graphical algorithms
(GCNConv, GraphSage, and GAT), and the re-
sults are listed in the Table V. Although these
combinations performed well, they did not sur-
pass the performance of RoBERTa embeddings
when combined with graph-based algorithms.

All three variations of our proposed approach
REGAC i.e., RoBERTa + GCN, RoBERTa +
GraphSAGE and RoBERTa + GAT measured the
efficiency of the model from all four metrics
perspective viz., Accuracy, Precision, Recall, and
F1-Score unlike [3], [34], and [43].

In totality, RoBERTa, in combination with
graph-based algorithms, particularly RoBERTa +
GCNConv, performs best concerning all metrics
calculated in the fine-grained classification of
bullying content of toxic content detection sys-
tem. But the training time of SageConv was com-
paratively very less as it took a sample of nodes
instead of all nodes, unlike GCNConv. Even its
results in comparison with GCNConv are less in
negligible amount, it was a minute tradeoff of
impact for saving time and computation spent on
training. Expectations for GATConv were high
compared to the other two convolution layers
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Fig. 16. Confusion Matrix for RoBERTa + KNN.

TABLE III
RESULTS OF RoBERTa EMBEDDING WITH VARIED MACHINE LEARNING CLASSIFIERS ON WANG [24] DATASET

Machine Learning Model Accuracy Recall Precision F1-Score
KNN 0.891807 0.827063 0.893197 0.858832
SVM 0.922252 0.830668 0.901541 0.864629

Logistic Regression 0.922755 0.772655 0.897697 0.830462
Random Forest 0.813084 0.182502 0.974286 0.307351

XGBoost 0.892782 0.778615 0.893913 0.832256

TABLE IV
RESULTS OF RoBERTa EMBEDDING WITH VARIED GRAPHICAL APPROACH CLASSIFIERS ON WANG [24] DATASET

Graphical Approach Classifier Accuracy Recall Precision F1-Score
GCNConv 0.9350 0.9350 0.9350 0.9350

GraphSAGE + Mean 0.9326 0.9325 0.9329 0.9327
GraphSAGE + Pooling 0.9285 0.9285 0.9304 0.9287

GAT 0.9265 0.9265 0.9304 0.9273
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Fig. 17. Confusion Matrix for RoBERTa + SVM.

used here as it is capable enough to implicitly
capture the weights of all edge connecting nodes
so that during the aggregation process, more
significant nodes are given higher importance, in
turn providing an efficient classification of nodes.
It might be because of overfitting or the kind
of data used here that the results of GAT are
comparatively less.

In order to reconfirm the efficiency of the
proposed REGAC model, we experimented with
another dataset provided by [25]. The results
of all three graph-based approaches on both the
datasets utilized and their comparisons with the
state-of-the-art methods are listed in Table V.
Since the number of data instances are relatively
more in the [25] given dataset , GAT performs
relatively better in comparison to GraphSAGE,
but GCNConv still works the best even with this
dataset. With this we evaluated our models with
both a balanced and an unbalanced dataset

VI Conclusions
Widespread internet access has led to an in-

crease in offensive online behaviour. As smart-

phones become more affordable with techno-
logical advancements, some individuals misuse
them for harmful purposes. Social media has
become a tool for some to harass others online.
In extreme cases, this harassment leads to severe
mental health issues such as depression and anx-
iety, significantly disrupting victims’ social and
personal lives. Addressing this issue is crucial
to creating a healthy, safe, and inclusive online
environment, which is essential for fostering a
healthier society.

This work aims to identify objectionable on-
line textual content and determine the qualities
most frequently targeted by online bullies. Un-
derstanding these patterns will enable the devel-
opment of more effective solutions to combat
online offensive behaviour. To root out offensive
online content, we first used different embedding
techniques to make the model better understand
the exact context and content of the post and
found RoBERTa works best for our purpose.
Then various machine learning algorithms are
fed with these generated vectors to classify
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Fig. 18. Confusion Matrix for RoBERTa + Logistic regression.

them into the multi-class category. Addition-
ally, three graph-based algorithms—GCNConv,
GraphSAGE, and GAT—are used to enhance
the classification of online offensive content into
fine-grained categories and identify the specific
qualities targeted by offenders. The proposed
model is again evaluated on the dataset provided
by [25], where it demonstrated its efficiency in
recognizing the type of offensive behaviour.

This work put forward a step not only to
identify the online offensive content posted on
social media but to understand what qualities the
bullies generally target in their victims. This, we
believe, will give a boost in combating online
bullying behaviour and create a safer online
environment. This study focused on three specific
convolution layers. Future work could explore
additional convolution layers to assess their ef-
fectiveness in representing nodes and improving
multi-class classification.
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Fig. 20. Confusion Matrix for RoBERTa + XGBoost.

Fig. 21. Confusion Matrix for RoBERTa + GCNConv.
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Fig. 22. Confusion Matrix for RoBERTa + GraphSAGE.

Fig. 23. Confusion Matrix for RoBERTa + GAT.
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TABLE V
COMPARISON OF VARIOUS APPROACHES IN EFFECTIVE OFFENSIVE CONTENT CLASSIFICATION
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[25] 0.5834 0.8081 - -
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