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Abstract—To tackle the issue of subpar performance in
detecting distant and occluded targets within 3D object
detection algorithms for autonomous driving road scenarios,
the PointPillars algorithm was enhanced and the SAE-
PointPillars algorithm was put forward. Despite the fact that
PointPillars excels in rapid point cloud processing and real-time
target detection, its precision and robustness in identifying
distant and occluded targets still present limitations. Firstly, the
voxelized feature input is refined based on the SimAM attention
mechanism to allow the feature extraction stage of the network
to pay greater attention to crucial information and enhance
global feature learning. Secondly, the ASFF adaptive spatial
feature fusion module is employed to improve the backbone
network, boosting the network's feature extraction and feature
fusion capabilities, and addressing the information loss problem
resulting from feature concatenation. Finally, the EMA
attention mechanism is introduced to further strengthen the
feature information. The test outcomes on the KITTI dataset
reveal that, in samples of simple, medium, and difficult
categories, compared with the original PointPillars network, the
SAE-PointPillars algorithm improves the average precision of
vehicle, pedestrian, and cyclist categories by (3.37%, 3.32%,
and 1.56%), (2.85%, 5.35%, and 3.97%), and (3.27%, 4.13%,
and 5.36%).

Index Terms—PointPillars, Object Detection, Attention
Mechanism, Adaptive Spatial Feature Fusion

I. INTRODUCTION

D object detection technology furnishes 3D information

concerning the position, size, and type of surrounding
targets for autonomous driving, constituting the core part of
the autonomous driving environment perception system.
With the rapid progress of deep learning and LiDAR
technology, a multitude of 3D object detection algorithms
based on LiDAR point cloud data have emerged. Compared
with traditional image data, which is limited to providing
two-dimensional spatial information, 3D point clouds, due to
their capacity to represent three-dimensional spatial
coordinates, can construct a more comprehensive geometric
and topological structure of the scene. This
three-dimensional representation approach offers substantial
advantages for environmental perception in autonomous
driving systems. By directly acquiring the spatial coordinate
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information of target objects, it significantly enhances the
accuracy and reliability of environmental perception. It is
worth noting that point cloud data, typically acquired through
LiDAR scanning, exhibits characteristics such as
unstructured distribution, spatial disorder, uneven density,
and partial missing data. These features pose challenges for
the direct transfer and application of two-dimensional object
detection networks to point cloud data processing [1].
Currently, research paradigms in the field of 3D object
detection are primarily categorized into three directions
based on the type of data source: methods for 3D detection
using single LiDAR point clouds, methods for 3D detection
based on monocular or multicamera vision [2], and cross-
modal 3D detection approaches that integrate multi-sensor
information [3]. For diverse point cloud data processing
methods, the prevalently employed 3D point cloud detection
models encompass Point-based [4], Voxel-based, Point-
Voxel-based [5], and Multi-viewbased [6]. These algorithms
have enhanced the overall performance and efficiency of
target detection, propelling the further advancement of 3D
object detection. Nevertheless, accurately detecting distant
and occluded targets from sparse and voluminous
unstructured point cloud data remains a formidable task.

The detection of point cloud targets represents one of the
core tasks in point cloud processing. This thesis focuses on
3D object detection technology using LiDAR. As a core
component of intelligent driving perception systems, the
algorithmic framework for 3D object detection based on
LiDAR can be categorized into four technical branches
according to the data processing paradigm: direct point cloud
processing, grid-based structuring, point-voxel hybrid
approaches, and range-based methods [7]. The performance
of point-based 3D object detection methods largely depends
on their sampling strategies. Theoretically, increasing the
number of points in the environment can improve detection
performance; however, this also leads to a significant
increase in memory consumption. Notably, the intrinsic
non-uniform spatial distribution of 3D point clouds tends to
cause sampling bias, where high-density regions produce
redundant features while sparse regions suffer from
insufficient information representation. This spatial feature
imbalance not only constrains the model's generalization
capability but also ultimately degrades detection accuracy.
Current research in this area includes representative methods
such as PointNet++ [8], Pointformer [9], and Point-GNN [10].
The 3D detection method based on voxel representation
involves transforming point clouds into structured grid
representations, a process known as voxelization. This
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procedure maps 3D point clouds onto 2D feature maps,
enabling them to meet the input requirements of 2D
convolutional neural networks. Consequently, this approach
facilitates the effective transfer of well-established feature
extraction techniques from the 2D visual domain to 3D data
processing. Current research in this area includes
representative methods such as Pointpillars [11], Center-
Point [12] and VoTr [13]. The 3D detection method based on
point-voxel hybrid representation achieves target recognition
by synergistically leveraging the complementary
characteristics of the two data modalities: point cloud data
preserves  high-precision  geometric  details, while
voxelization constructs a regularized grid structure for
efficient feature extraction. Through a joint representation
strategy, this approach not only retains the capability to
represent geometric details but also exploits the structured
nature of voxelized data to improve the efficiency of
computational resource utilization. Current research in this
area includes representative methods such as SASSD [14]
and PVGNet [15].During point cloud data processing, the
distance-based 3D detection method constructs a distance
image using inter-point distance information, as an
alternative to directly employing the original 3D coordinates.
Current research in this area includes representative methods
such as RangeDet [16], to-point [17] and Rsn [18].

PointPillars [11] is a dimensionality reduction technique
specifically designed for point cloud object detection
networks, which has great potential for practical applications.
Firstly, it converts 3D data into 2D, thus reducing the amount
of data required. Secondly, this method uses 2D convolution
techniques instead of 3D convolution, which is a clearly
dominant, computationally intensive, and difficult-to-deploy
operator to identify features, thus reducing the complexity of
computation and enhancing the convenience of algorithm
deployment. However, the detection accuracy of this network
is not as good as that of similar detection methods. The main
factors causing this problem are as follows: firstly, the
detection efficiency of the network is affected by the size of
the pillars. As the size of the pillars increases, the resolution
of the false image decreases, but its running efficiency is
relatively high. Secondly, reducing the size of the pillars will
improve the resolution of the false image; although the
running speed is slower, the detection results are still
excellent; thirdly, the false image is generated by the feature
encoding network. The quality of the image generated in this
way directly affects the detection results; finally, the features
used for detection usually contain a lot of redundant
information.

This paper tackles the issue of subpar performance in
detecting distant and occluded targets using PointPillar and
proposes a 3D target detection algorithm for laser point cloud
based on an enhanced PointPillars. The specific work is
presented as follows:

Relying on the SimAM attention mechanism [19], this
paper refines the voxelized feature input in PointPillars to
heighten the network's focus on key information during the
feature extraction stage. This refinement augments the global
feature learning, thereby effectively enhancing the precision
and robustness of target detection.

To address the information loss problem caused by feature
fusion, an adaptive spatial feature fusion module (ASFF) [20]

is introduced to improve the 2D backbone network. This
module aims to dynamically and adaptively adjust the weight
of each feature element to achieve effective feature fusion.
This process not only promotes the deep integration of local
fine-grained information and global context information, but
also improves the model's performance in detecting distant
and occluded targets. Finally, the Exponential Moving
Average (EMA) attention mechanism [21] is added to further
enhance the feature information of the pseudo image in all
dimensions and aggregate the target feature.

The model is trained and the method is verified on the
KITTI dataset [22], and the performance of the proposed
SAE-PointPillars algorithm and the original PointPillars
algorithm under the same conditions is compared for three
different difficulty scenarios. Through the experimental
comparison and visualization results, the effectiveness of the
proposed algorithm is evaluated and verified from two
perspectives.

II. POINTPILLARS ALGORITHM

The PointPillars algorithm operates rapidly, and its core
concept lies in converting point clouds into two-dimensional
pseudo-images, followed by the utilization of two-
dimensional convolutional neural network technology to
carry out object recognition and bounding box regression on
the image. The main procedures of the PointPillars algorithm
can be divided into three parts: the Pillar Feature Network
(PFN), the Backbone, and the SSD detection head.

The working principle of the Pillar Feature Network (PFN)
is presented as follows: It transforms point clouds into pillars
and partitions them into multiple Pillar units in a square
pattern. Each Pillar unit is a small three-dimensional entity
that is segmented from the point cloud in the Cartesian
coordinate system (X-Y plane) in accordance with a specific
stride, containing multiple points. Subsequently, the Pillar
units are stacked for feature learning, and the features are
mapped to a pseudo-image, facilitating the utilization of
two-dimensional convolutional neural networks for feature
extraction.

The working principle of the Backbone network is as
follows: It employs a 2D convolutional neural network to
carry out multiple downsampling operations on the
pseudo-image, generating features with a gradually
diminishing spatial resolution.Subsequently, it upsamples the
downsampled features and concatenates them successively to
generate the final feature map.

The working principle of the SSD [23] detection head lies
in the fact that it takes the feature map processed by 2D
convolution as input, conducts bounding box regression and
object classification operations, thereby completing the
object detection task in a single forward propagation. This
detection head is capable of generating predictions regarding
the position and type of objects by forecasting the offset and
probability of multiple prior boxes at each location and
combining the confidence score in the end.

The PointPillars algorithm is highly efficient and
straightforward, being suitable for real-time systems and
readily deployable in autonomous driving. Nevertheless, it
demonstrates poor recognition performance for distant and
occluded objects. The main reason is that the learning of
point cloud features is confined to the local space of the
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Fig. 1. SAE-PointPillars network architecture diagram

pillars, and the global context information of adjacent pillars
cannot be exploited, thereby influencing the detection
accuracy of the target. Meanwhile, the main trunk network
employs traditional 2D CNN for feature extraction, which
might overlook some crucial features and context
information, leading to a weak feature extraction capability.

III. MPROVED POINTPILLARS MODEL

To tackle the issue of poor recognition of distant and
occlusion targets with PointPillars, improvements were made
to both the data input and backbone network module. The
input of each Pillar feature in the model was processed
through a SimAM attention mechanism module, allowing the
network to pay more attention to valuable input features.
Meanwhile, based on the ASFF space-adaptive network, the
original backbone network RPN is refined to enhance the
ability of feature fusion. Subsequently, the EMA attention

mechanism is introduced to further fortify the feature
information. The improved model, namely SAE-PointPillars,
has the following network structure as show in Fig. 1.

A. SimAM Attention Module

The SimAM attention module is a parameter-free 3D
attention module based on a framework of optimizing energy
functions. In the network layer, it derives 3D attention
weights self-adaptively through the energy function, without
adding extra parameters to the original network. This makes
SimAM significantly faster in computational inference than
traditional low-dimensional attention modules. Additionally,
SimAM achieves function computation by applying 3D
attention weights to each feature point and attaching a scalar
to each feature, Thus, the final result possesses advantages
such as global scope and flexibility.

Based on the definition of the optimized energy function,

we derive the minimum energy function as in (1).

_ 4(c% + )\
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In this formula, t stands for the target neuron of the input
characteristic; A is a function parameter; and the parameter u
is given by the following two formulas,as in (2) and (3).
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In this formula, X; represents the adjacent neuron of the
input characteristic target neuron.

According to Formulas (1) to (3), the smaller the energy of
the feature neuron, the greater the difference between neuron
t and its neighboring neurons, and the higher its importance.
Finally, the feature is enhanced through Formula,as in (4).

X = sigmoid (é) o X (4)

B.  Improved 2D CNN Backbone Network

a. Feature Fusion Enhancement Module

In the 2D CNN backbone network of the PointPillars
algorithm, the input features are downsampled multiple times
to obtain features of different scales: (W/2) x (H/2) x C, (W/4)
x (H/4) x 2C, (W/8) x (H/8) x 4C. This helps to retain the
local features of the point cloud and expand the receptive
field to capture contextual information. Then, upsampling is
used to produce features of the same dimension (W/2) x (H/2)
x 2C, which are used for more precise predictions or
segmentation. Finally, the features of the same scale are
concatenated together to form a feature information of (W/2)
x (H/2) x 6C.
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Fig. 2. Feature Fusion Enhancement Module

However, this direct feature fusion approach might result
in information loss and subsequently give rise to missed
detection issues. Therefore, this study incorporates the
Adaptive Spatial Feature Fusion (ASFF) module into the
CNN of PointPillars. The ASFF module is capable of
adaptively adjusting the weights of features, thereby
enhancing the accuracy and robustness of multi-scale object
detection. The integration of the ASFF module is intended to
improve the feature fusion process in the PointPillars
algorithm and strengthen the system's ability to detect objects
of different scales.

The schematic diagram of the feature fusion enhancement
module based on the ASFF module is shown in Fig. 2. By
inputting the three feature maps of the same dimension (W/2)
x (H/2) x 2C, which are output from the up-sampling
operation of the 2D CNN backbone network of PointPillars,
into the two-dimensional convolution, we can obtain three
feature weight vectors of size (W/2) x (H/2) x 1, which are
then concatenated along the channel dimension to form a
weight fusion map of size (W/2) x (H/2) x 3. By using the
Softmax normalization along the channel dimension, we
obtain three weight maps of size (W/2) x (H/2) x 1, which
further establishes the mutual dependence between the three
feature weight vectors to achieve adaptive feature fusion. By
multiplying the weight maps with the corresponding features
and element-wise operations, we can obtain new features.
Finally, by concatenating and fusing these new features, we
obtain a result of (W/2) x (H/2) x 6C. The
normalizationfunction Softmax is represented by formula, as
in (5).

e ef e¥ ) 5
e¥+eB+eY ' eUreBigY ' e¥+eP+eY (6))

Softmax(a, B,y) = (

In this formula, a, B, and y are different spatial weight
vectors at the same location.

b. EMA Muti -scale Attention Module

By enhancing the fusion module with feature fusion, the
feature map utilizes the EMA attention mechanism to
enhance the feature connections among the channels. EMA
uses a parallel subnetwork to effectively integrate features of
different scales, which can consider both local details and
global context simultaneously, thereby improving the ability
to capture distant targets. By cross-channel interaction, the
expression of distant target features is enhanced, while

avoiding channel dimensionality reduction operations, which
can retain the necessary detail information of distant targets,
thereby improving the recognition accuracy for distant
targets. Its network structure is shown in Fig. 3.

lutput | CXHXW
G C/iGxHxW
s ——
J/L xW C 'CliH xl

G

< -"G:k-l X W

’X Avg Pool‘ IY Avg Pool| | Conv(3 x 3]|

C/HG x 1 X (W+H;

Concat+Conv(1 x 1)

IGx1x1

1 x C/G

Fig. 3. EMA Attention Network Architecture Diagram

The input feature map will be divided into G sub-features
along the channel dimension, each feature group is used to
learn different semantic information as in (6).

X= [XO| Xll (T}

Xg-1], X; ~ REXHW (6)

In this formula,X  R®"W s the input feature vector,
and G is the number of groups along the channel dimension.
The input is divided into three parts to capture the
relationships between channels, similar to the CA attention
mechanism [24]. The first two parts are combined from two
spatial directions after one-dimensional average pooling, and
then learned features are obtained through one-dimensional
convolution. A Sigmoid function is used to generate a
binomial distribution. In the third branch, only a 3 x 3
convolution is used to capture multi-scale features, so that the
EMA can adjust the importance of different channels while
accurately preserving spatial structure information in the

channels. The calculation process is as follows:
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In this formula, Z{(H) represents the pooling output of
channel C at height H, W represents the width, and i denotes
the position in the width dimension. Z{'(W) represents the
pooling output of channel C at height W, H represents the
width, and j denotes the position in the width dimension. X’
represents the output of the feature map after a 3 x 3
convolution, and X represents the output of the feature map
after multiplying it by the normalization of the previous two
channels.

In the end, the outputs of the first two branches and the
output of the third branch will jointly participate in the
cross-space feature learning process. The output features of
one branch will first be processed by 2D average pooling,
followed by activation through the Softmax function, and the
spatial distribution weights obtained will be multiplied
element-wise with the output features of the other branch X .
This step aims to fully utilize the global information and
enhance the correlation between features. Next, the result
after multiplication will be further processed through the
Sigmoid function to generate spatial attention weights, which
will be multiplied with the original features to obtain the
output. The entire calculation process is as follows:

1

Ze= = [ {'xGD) (11)
Ze= —— " VxGD) (12)

Xout = Sigmoid((x” x Soft max (Z'¢))
+ (X x Softmax (Z'¢))) = x (13)

In this formula, Z; and Z' are respectively the previous

outputs X and X", which are the pooling outputs of channel C
at height H and width W.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Data Set

In this paper, we selected the KITTI dataset as the
experimental dataset. This dataset is a large-scale public one
that encompasses not only abundant point cloud data but also
image data, precisely reflecting diverse driving scenarios
such as those in urban, rural, and highway areas. In each
image, up to 15 vehicles and 30 pedestrians may emerge,
accompanied by varying degrees of occlusion. During the
model training phase, we exclusively utilized the point cloud
data within the KITTI dataset and divided it into 7481
training samples and 7518 testing samples. Additionally, the
7481 training samples were further subdivided into 3712

training set samples and 3769 validation set samples. The
detection task within this large-scale public dataset was
retrieved from the evaluation server on the KITTI official
website, featuring corresponding difficulty levels of Easy,
Moderate, and Hard. The performance of the model was
comprehensively evaluated by the following four evaluation
indicators: 2D detection box precision (bbox), bird's eye view
detection box precision (bev), 3D detection box precision
(3d), and detection target rotation angle precision (aos).
These indicators jointly constitute a comprehensive and
detailed evaluation system for the model's performance.

In the evaluation framework of the KITTI dataset, Average
Precision (AP) is the core metric for evaluating target
detection performance. This metric measures the model
performance by calculating the area under the precision-
recall curve, which follows a strict spatial matching criterion:
differentiated intersection and concurrency (IoU) thresholds
are set for different target categories, and targets are
classified into three difficulty levels, Easy,Moderate,Hard,
based on their degree of occlusion, truncation ratio and height.
Hard three difficulty levels. For the specific calculation, the
detection results are first arranged in descending order of
confidence, and the original PR curve is generated and then
smoothed by 40-point interpolation, i.e., 40 sampling points
are uniformly selected on the recall axis (1/40, 2/40, ... , 1),
and take the maximum precision value on the right side of
each point for averaging. The formula is as follows:

— 1 40
AP—40 K=0

(14)

' k
max, -, P(r) re =5

B. Experimental Analysis

a. Experimental platforms

The experimental environment is based on the
Ubuntu22.04 operating system, with a processor of Intel(R)
Core(TM) 19-10940X, the GPU employs NVIDIA GeForce
RTX 3090, featuring 24G of video memory.
SAE-PointPillars constitutes an improvement of the
PointPillars algorithm model based on the MMdet3d
framework and is coded in Python 3.8.

During the training process, the Adam optimizer was
selected, with a batch size of 2, a learning rate of 0.0002, a
momentum term of 0.8, and a maximum iteration limit of
160.

b. Analysis of Losses

The PointPillars algorithm's loss function must be
calculated separately for category classification and prior box
direction classification. Each ground truth (GT) box in this
algorithm contains seven parameters: (x, y, z, w, 1, h, 0),
representing length, width, height, the detection box's center
coordinates in three-dimensional space, and the box's
orientation.

The regression residuals, which are used in the loss
calculation, are defined as follows:

Xt — y@
A, = rAy =

yot—y2 _
da 1 AX -

da

A = —A =

a

_‘A

a a
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In the formula, , , represent the lengths of the
bounding box along the x, y, z axes, respectively; 2, 2, 2
denote the lengths of the prior box along the x, y, and z axes;
and ? indicates the length of the diagonal distance of the
prior box.
Given the above regression residuals, the total regression
loss is calculated using the following formula:
Lioc = b (xyzwl, 6) Smoot LI(Ab) (18)
For the classification task of prior box categories, this
algorithm employs Focal Loss to balance positive and
negative samples. The calculation formula is as follows:
Los = — g (1 — p©)Y logp® (19)
In the equation, the parameters O and y are two dynamic
parameters, set here to 0.25, and 2, respectively.
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For the a priori frame direction classification task, the
algorithm employs the Softmax function to predict direction
category. The formula is as follows:

1
L = @(BIOCLIOC + Beiskas + PBairLair) (20)

In the equation, Bjoc , Beis » and Bgir are the coefficients of
the loss function, which are 2, 1 and 0.2, respectively.

The changes in the classification loss, bounding box loss,
direction loss, and total loss of the SAE-PointPillars
algorithm and the PointPillars algorithm during training are
shown in detail in Fig. 4 and Fig. 5. Comparing these two figs,
shows that the SAE-PointPillars algorithm in this paper has
stronger feature learning ability.

C. Controlled Experiment

To assess the detection performance of the proposed
algorithm, the official KITTI test set was employed for
evaluation. The detection outcomes of representative
mainstream object detection algorithms were chosen for
comparison, encompassing the algorithm F-PointNets that
integrates point clouds and images, the voxel-based
algorithm VoxeNet, the point cloud-based algorithm
PointRCNN, as well as SECOND and TANet. The detection
results are presented in TABLE I, which contains the
comparison of the detection accuracy of the proposed
algorithm with other algorithms in the Car, Pedestrian, and
Cyclist classes of the KITTI test set.

Based on the data in TABLE 1, the algorithm proposed in
this paper exhibits a higher average precision (AP) on the
KITTI dataset compared with other mainstream 3D object
detection algorithms. Under diverse sample difficulties, the
AP of Car was enhanced by 3.37%, 3.32%, and 1.56%; the
AP of Pedestrian was elevated by 2.85%, 5.35%, and 3.97%;
and the AP of Cyclist was increased by 3.27%, 4.13%, and
5.36%. These results amply illustrate that on the foundation
of the PointPillars algorithm, the introduction of the SimAM
attention mechanism for enhancing voxel-based feature input,
the improvement of the backbone network structure based on
the adaptive spatial feature fusion module (ASFF), and the
utilization of the EMA method to boost the effectiveness of
feature information have enhanced the performance of the
algorithm in 3D object detection tasks.

D. Ablation Experiment

Ablation experiments are designed to demonstrate the
effectiveness of the proposed modules. Each group of models
is trained on the KITTI dataset for 160 rounds, and the
average detection accuracy (AP) is chosen as the evaluation
metric. The evaluated modules are the improved voxelised
feature input module (SimAM), the improved backbone
network module by applying spatial adaptive feature fusion
(ASFF), and the feature information enhancement module
(EMA), respectively. All experiments utilise pre-trained
weights and ensure that the optimiser and loss function are of
the same class. TABLE II illustrates the AP comparison of
the detection results of each module in the KITTI dataset.

The results of the detection of the SimAM module alone
and of the original model demonstrate that the SimAM
module generates the attention weights by calculating the
local self-similarity of the feature maps. This is a
parameter-free attention mechanism that automatically
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TABLE I
COMPARISON OF AP BETWEEN DIFFERENT ALGORITHMS(%)
Model Car Pedestrian Cyclist

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard

F-PointNets!?>) 83.76 70.92 63.65 70.00 61.32 53.59 77.15 56.49 53.37

VoxeNet(20] 85.10 72.54 70.38  63.65 59.36 5471  79.36 60.39 53.3

SECONDE7! 85.78 75.79 7439 51.84 45.86 39.48 82.64 65.1 58.34

TANet?8 85.34 74.92 72.48  66.64 59.29 54.06 86.88 66.96 63.24

PointRCNN2”) 86.18 75.94 7527 58.53 51.20 4744  86.15 67.04 61.50

PointPillars 85.1 75.30 73.78  63.56 56.52 51.17  85.96 66.19 61.53

SAE-PointPillars  88.47 78.62 75.34  66.41 61.87 55.14 89.23 70.32 66.89

TABLE II
COMPARISON OF AP WITH DIFFERENT MODULES ADDED(%)
Car Pedestrian Cyclist

Easy Moderate Hard Easy Moderate Hard Easy Moderate Hard
PointPillars 85.1 75.30 73.78  63.56 56.52 51.17  85.96 66.19 61.53
PointPillars+SimAm  86.99 76.25 7427 64.32 58.49 52.18  86.59 68.52 62.98
PointPillars+ASFF ~ 87.11 77.58 74.55 65.73 57.63 53.45 8748 67.75 64.78
PointPillarstEMA  86.19 77.82 74.19  64.56 59.41 5249 87.59 68.72 62.86
SAE-PointPillars 88.47 78.62 75.34  66.41 61.87 55.14 89.23 70.32 66.89

derives the attention weights by optimising the energy

function without adding additional parameters to the network.

This reduces the complexity of the model and the risk of
overfitting. The AP enhancements for Car, Pedestrian, and
Cyclist are (1.89%, 0.95%, 0.49%),( 0.76%, 1.97%, 1.01%)
and (0.63%, 2.33%, and 1.45% )for the easy , moderate, and
hard samples, respectively.

The detection results of the improved backbone network
module by adding spatial adaptive feature splicing fusion
(ASFF) and the detection results of the original model show
that the ASFF module is able to adaptively adjust the fusion
weights of features from different scales according to the
spatial information in the input feature map. The accuracy
and robustness of target detection are improved by
constructing the feature weight matrix and performing
Softmax normalisation. The AP enhancements for Car,
Pedestrian, and Cyclist are (2.01%, 2.28%, 0.77%), (2.17%,
1.11%, 2.28%), and (1.52%, 1.56%, 3.25%) for the easy ,
moderate, and hard samples.

The detection results of the EMA module and the original
model detection results shows that the EMA attention module
enhances the association between feature dimensions through
cross-channel interaction, effectively amplifies the response
strength of key features, and at the same time tracks the
dynamic changes of model parameters through the
exponential moving average mechanism to improve the
stability of the model. The AP enhancements for Car,
Pedestrian, and Cyclist are (1.09%, 2.52%, 0.41%), (1.00%,
2.89%, 1.32%), and (1.63%, 2.53%, 4.33%) for the easy,
moderate, and hard samples.

The three modules are then added together to enable a
comparison with the original model. The AP improvement
for the Car, Pedestrian, and Cyclist samples are (3.37%,
3.32%, 1.56%), (2.85%, 5.35%, 3.97%), and (3.27%, 4.13%,
5.36%) for the easy, moderate, and hard samples. The
experimental results demonstrate that the addition of
individual modules enhances the detection accuracy.
Furthermore, the incorporation of all modules surpasses the
accuracy achieved through the standalone addition of each

module, substantiating the efficacy of each module and
indicating minimal intermodule interference.

E. Visual Analysis

In order to visually assess the performance of the target
detection algorithm, this study visualizes and compares the
detection results of the SAE-PointPillars algorithm with the
baseline PointPillars algorithm on the KITTI dataset (shown
in Fig. 6-Fig. 11). Three typical scenarios were selected for
validation, and the following labeling methods were used by
intercepting the point cloud data from a bird's-eye view: red
circles mark the missed targets in the original image, red
arrows indicate the occluded detected targets, and yellow
circles mark the corresponding targets in the bird's-eye view.
In scenario (a), the original PointPillars algorithm is unable to
effectively detect the vehicle at the greatest distance,
resulting in a missed detection. In contrast, the
SAE-PointPillars algorithm markedly enhances the situation
by successfully and accurately detecting the vehicle at the
greatest distance. This improvement demonstrates that the
SAE-PointPillars algorithm has enhanced both the feature
extraction and the judgement processes in challenging
scenarios.

Scenario (a)
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Flg 7 Results of SAE PointPillars

In scenario (b), SAE-PointPillars also exhibits its superior
detection capability, effectively identifying targets that are
obscured by other objects. In this scene, the original
algorithm may fail to detect some crucial targets due to the
presence of occluded objects. However, the enhanced
SAE-PointPillars model demonstrates enhanced flexibility in
feature learning and information fusion, thereby improving
its ability to detect targets in complex environments.

Scenario (b)

Fig. 8 Results of Pothlllars

- Fig. 9 Results of SAE- Pothlllars

In  scenario(c), the SAE-PointPillars  algorithm
demonstrates even greater capabilities in accurately
identifying targets that are distant and partially obscured by
the vehicle in front. While the original PointPillars algorithm
may be unable to detect vehicles due to occlusion in this
complex situation, the introduction of the attention
mechanism to SAE-PointPillars enhances the algorithm's
sensitivity to key features, thus ensuring improved detection
accuracy.

Scenario (c)

: : /f;-.
Fig. 10 Results of PointPillars

e ¥
Fig. 11 Results of SAE-PointPillars
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V. CONCLUSION

In order to address the issue of poor detection of distant
and occluded targets under the 3D target detection algorithm
for self-driving road scenes, the PointPillars algorithm has
been enhanced and the SAE-PointPillars algorithm has been
proposed. Firstly, in the point cloud voxelization processing
stage, the SimAM attention mechanism is introduced to
generate learnable weight scalars for each feature channel by
constructing an energy function, thereby reducing model
parameters while enhancing global feature representation
capabilities. Secondly, the backbone network is improved
based on the adaptive spatial feature fusion module ASFF,
which improves the feature extraction and fusion ability of
the network and solves the information loss problem of
feature splicing. Finally, the EMA attention mechanism is
embedded in the feature decoding stage to amplify the
response intensity of critical features through cross-channel
interactions.The experimental results show that the proposed
SAE- PointPillars have improved 3D accuracy compared to
the original algorithmic model under Easy, Moderate, and
Hard difficulties, with average accuracy improvements in
Car, Pedestrian, and Cyclist categories of (3.37%, 3.32%, and
1.56%), (2.85%, 5.35% and 3.97%) and (3.27%, 4.13% and
5.36%), respectively. The visualisation results show that the
SAE-PointPillars algorithm can effectively detect distant as
well as occluded targets.

The SAE-PointPillars algorithm proposed in this study has
made significant advancements in enhancing the detection
performance of distant and occluded targets in autonomous
driving environments by optimising the PointPillars
algorithm. The introduction of the SimAM and EMA
attention mechanisms and the ASFF adaptive spatial feature
fusion module not only optimises the feature input and
information fusion process, but also improves the model's
ability to learn key features. These improvements enable
SAE-PointPillars to demonstrate better performance than the
traditional PointPillars algorithm at multiple difficulty levels.
Therefore, this study provides new ideas and methods for
target detection in complex scenes for future autonomous
driving systems, which has important theoretical value and
application prospects.
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