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Abstract—Motifs are short, recurring nucleotide sequences in
DNA that play a crucial role in gene regulation, transcription,
and genomic stability. This study adds to our knowledge of
bacterial genomics by looking at differences in nucleotide
sequences found in bacterial omics data. It focuses on impor-
tant patterns like the TATA Box, CAAT Box, Start Codon,
Microsatellite Motifs, EcoRI recognition site, and CpG Islands.
Some of the most powerful bioinformatics tools we use are
k-mer analysis, truncated SVD, and t-SNE to look at the
structural differences in these important genomic parts. This
study shows how these differences affect the functionality and
adaptability of bacteria. It provides us with information about
how microbes have changed over time and suggests possible
targets for antimicrobial strategies. Statistical tests, like the
Kruskal-Wallis H-test and the pairwise Mann-Whitney U-test,
are used to figure out how important it is that different groups
of bacteria have different motif frequencies. This discovery gives
us a new way to look at how complicated the regulation of
bacterial genomes is.

Index Terms—omic data, Vaccine, Nucleotide Sequence, Sta-
tistical tool, t-SNE.

I. INTRODUCTION

THE study of bacterial omics data involves examining the
genetic material of microorganisms to understand their

genetic design and growth. This field has revolutionized our
understanding of microbial organisms and has provided new
insights into the mechanisms underlying microbial infections,
antibiotic resistance, and pathogenesis. Additionally, these
omic technologies integrate with statistical methods to de-
velop new tools for understanding complex biological data
[1-2].

Nucleotide sequence variation means variation in bacte-
ria’s genetic structure. Furthermore, these genetic structure
differences occur within and between species from genetic
processes like modification, duplication, and horizontal gene
transformation[3-4]. Moreover, to comprehend the distinc-
tions and their interdependence, we need to examine the
impact of harmful bacteria and resistance[5-7].

The nucleotide sequences of bacteria, through omic tech-
nology, give you insight and meaningful knowledge of
characteristics and adaptation. Circular consensus sequencing
(CCS) makes long-read sequencing systems more accurate,
which lets scientists find single-nucleotide differences across
whole genes. The 16S rRNA genes are one of the key
essential marker genes for both classifying and identify-
ing bacteria sequences [8-10]. Due to the rapid growth
of bacterial genome sequencing, numerous tools are now
available for genomic data analysis. However, each tool has
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different algorithms, user interfaces, hardware requirements,
and programming languages. Integrating these tools is crit-
ical for interpreting any genomic sequencing data. Recent
research has linked specific genes found in the gut flora to
inflammation. To find out how different these bacterial genes
are, researchers used both deep sequencing and linotyping, a
data analysis tool that finds places where mutations happen
a lot in short pieces of DNA. Amplicon sequencing was
performed to amplify the pks island, tcpC, and usp genes,
all of which are associated with inflammation and carried by
specific strains of E. coli[11].

Working with massive data sets and complex computer
systems can lead to problems associated with accessibility,
repeatability, and transparency. The Orione framework [12-
14], [23-24] represents a significant development in resolving
the above problems. The framework also brings together
open-source bioinformatics tools created explicitly for mi-
crobiologists. As a result, it will be easier to conduct data-
intensive analyses and quality control. The bacterial genomic
study is continuing to evolve and become more complex.
Whon et al.’s survey from 2021 [15-17] highlights the value
of multi-omics techniques in understanding the relationships
between and functions of microbes. These integrated meth-
ods are necessary to uncover the complex connections within
microbial ecosystems. Furthermore, this study has important
implications for understanding bacterial genetics and ecol-
ogy. All omic technologies [18-20] have expanded microbial
community structure beyond culture-based methods. These
days, microbial community research increasingly uses multi-
omics techniques compared to single-omics analysis.

The complexity of multi-omics data requires advanced
computational and analytical approaches [25-26]. These in-
clude network fusion, matrix factorization, and factor analy-
sis [21]. The limitation of existing work is that no researcher
has reviewed this bacterial omic data and has not interpreted
it using k-mer analysis with t-SNE. This data provides insight
into the complex relationship between sequence variation and
the function of bacteria and affects the bacteria cluster.

The Kmer algorithm finds application in many areas of
genomics, including metagenomics classification of genes,
bacterial bioinformatics, and more [27-28]. In my research,
we use this algorithm to analyze bacterial omic data and
interpret slight differences in nucleotide sequence variability.
The Kmer [22] algorithm converts these differences into nu-
merical counts, which are then used for clustering and statis-
tical modeling. We aim to examine the complex relationship
between sequence variation and bacterial functionality. In
addition, our theory says that some nucleotide sequences
form motifs that show how biological functions are not
evenly distributed among bacterial clusters. We also use the
Kruskal-Wallis H-test and the pairwise Mann-Whitney U-test
to look at the data and find patterns that repeat and significant
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differences between the groups. This data can help develop
new antibiotics and vaccines for diseases caused by bacteria.

NuII Hypothesis (H0) - Let Xi1, Xi2, . . ., Xin represent
the nucleotide sequences from the ith bacterial cluster,
where each Xij is a vector of nucleotide frequencies or other
derived features.

Define Mik as the frequency of the kth motif or sequence
pattern in the ith cluster.

The hypothesis states that there is no significant difference
in the distribution of these sequences and motifs among
clusters:

Var (X1j)= Var (X2j)= · · · = Var (Xnj)
M1k=M2k= · · · =Mnk

This implies that both the variability of sequences and the
specific frequencies of motifs are constant across all clusters.
Alternative Hypothesis (H1)

The hypothesis suggests significant variability in nu-
cleotide sequences among different clusters, particularly in
the distribution of certain motifs or patterns.

Mathematically, this is expressed as at least one vari-
ance or motif frequency being different:∃i, j such that
Var (Xij) 6=Var (Xkj) for some k or Mik 6=Mjk for some
j, k

This means that at least one cluster shows a distinct pattern
in either the overall sequence variability.

Two key questions drive our research: What patterns
of nucleotide sequence variability can be observed across
different bacterial clusters? How do these variations correlate
with specific biological functions or characteristics within
bacteria? To find the answers, we use k-mer-based cluster-
ing and statistical modeling to look at the differences in
nucleotide sequences in bacterial omics data. We also look
for and study how key nucleotide motifs are spread across
different bacterial clusters and try to figure out what these
differences mean for function. Our goal is to contribute to a
deeper understanding of bacterial genomics.

II. METHOD DETAILS

A. Flow Diagram

We employ a flow diagram to illustrate the step-by-step
process of calculating each motif sequence output. Data
pre-processing, dimension reduction, statistical analysis, and
visualization are utilized to analyze the motif sequence in an
efficient manner as shown in Fig. 1.

B. Tools

We studied the nucleotide sequence variability in bacte-
rial omics using advanced technology. Google Colab Pro,
equipped with 52 GB of RAM, facilitated the research. A
T4 GPU processor assisted in achieving the study outcomes.
Using cutting-edge technology in this research ensured the
findings were accurate and reliable.

C. Hypothesis Assumption

We evaluate the hypotheses using the Kruskal-Wallis H-
test, a non-parametric method suitable for our analysis. The
test statistic for the Kruskal-Wallis test is defined as follows:
The p-value obtained from this test is less than our chosen
significance level, α = 0.05. In that case, we reject the null

hypothesis, indicating a significant variability in nucleotide
sequences between clusters. The test statistic for the Kruskal-
Wallis test is defined as follows:

H=
12

N(N+1)

k∑
i=1

R2
i

ni
−3(N+1)

Where:

1) N is the total number of observations across all groups.
2) k is the number of groups (clusters).
3) Ri is the sum of ranks in the ith group.
4) ni is the number of observations in the ith group.

D. Data collection

Our study used the NCBI dataset to analyze nucleotide
sequences in bacteria. We used the ’bacteria.1.1.genomic.fna’
file, which comprises genomic sequences from various bac-
terial species and is available on the NCBI website. Fig. 2
shows the conversion of the .fna file to CSV format, which
is easy to analyze, and Fig. 3 shows the data information of
the .fna file, including sequence and ID.

E. Sequence Processing

In the pre-processing section, the first pre-processing step
is to convert the sequential character of omic data into
numerical form, which machine learning algorithms can
understand. We utilized the k-mers algorithm, available in
the feature_extraction sklearn library, as shown in Fig. 4.
This algorithm transforms each sequence into a concatenated
string, which is then converted into a numerical representa-
tion using the CountVectorizer function, also shown in Fig. 4.
Lastly, the resultant numerical sequence via k-mers is 26370
* 1156306.

After converting the nucleotide sequences numerically, the
next step involves performing truncated SVD. We optimized
the nucleotide sequence data to enhance machine learning
efficiency using truncated SVD, which reduces dimension
without losing important details. Also, truncated SVD in
our model is a smart way to deal with the huge amount of
nucleotide sequence data and makes the results more accurate
and better, as seen in Fig. 5. After reducing the number
of dimensions, we used t-distributed Stochastic Neighbor
Embedding (t-SNE) to see the omic data. The t-SNE plot
in Fig. 6 is a two-dimensional data representation. This
visualization provides easily understood data patterns and
clusters that may not be clear in the high-dimensional space.
Additionally, the plot shows that the use of truncated SVD
with t-SNE effectively reveals the complex biological data.

F. Clustering algorithm on t-SNE results

We used the KMeans clustering algorithm to precisely de-
fine these groups and study their biological significance. This
split the data into ten separate clusters (k=10), as seen in Fig.
7. Furthermore, this approach enabled us to quantitatively
analyze the data structure that t-SNE qualitatively unveiled.
Every cluster corresponds to different underlying biological
states or conditions, which are key in this study.
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Fig. 1. Flow Diagram(Self Made)

Fig. 2. Conversion of fna file to csv (Self Made)

Fig. 3. Data Information

G. Data Statistics

In this data, these statistics show each cluster’s mean, stan-
dard deviation, and other properties in Table I. The size, dis-
tribution, and mean sequence length of clusters significantly
vary for different motifs such as ’CG,’ ’ATGC,’ ’TATAAA,’
’GAATTC,’ ’CACACACACA,’ and ’AGGAGG.’.

1) ’ATGC’ Sequence: The ’ATGC’ motif demonstrates
significant variability across bacterial clusters. Cluster 4
exhibits the highest mean occurrence (827.76) and the largest
standard deviation (1343.67), with a maximum count reach-

Fig. 4. Applying k-mers Algorithm (Self Made)

Fig. 5. TSVD (Self Made)

ing 21522. This data suggests a substantial enrichment of
’ATGC’ in Cluster 4, likely associated with important biolog-
ical activities such as replication or coding regions. Clusters
8 and 0 also show relatively high mean values (609.33
and 135.51, respectively), although with lower variability
compared to Cluster 4. Clusters 1 and 7, on the other hand,
have almost no "ATGC" events, with means below 2.0. The
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Fig. 6. Applying t-SNE (Self Made)

result suggests that this motif doesn’t play a big role in these
clusters, as shown in Table I.

2) ’TATAAA’ Sequence: The ’TATAAA’ motif, known for
its role in transcription regulation, displays notable variabil-
ity. Cluster 4 has the highest mean (23.33) and the largest
variability, with a maximum count of 1430. The amounts of
"TATAAA" in Clusters 0, 3, and 6 are moderate, with means
ranging from 6.67 to 33.85. This means that transcription
activity is moderate in these clusters. On the other hand,
Clusters 1 and 7 don’t show this motif very often (means less
than 0.3), which could mean that transcription regulation for
these clusters is weaker Table II.

3) ’CACACACACA’ Sequence: The ’CACACACACA’
motif is uncommon across the clusters, with Cluster 4
exhibiting the highest average occurrence (0.0166) and the
greatest variability. Clusters 0 and 8 also show slightly
elevated mean values of 0.0085 and 0.0505, respectively.
In contrast, clusters 1, 2, 5, 6, and 7 have mean values
close to zero, indicating that the CA5 motif likely does not
serve a significant functional role in these clusters. Table
III illustrates that its presence in certain clusters implies a
potential connection to genomic stability.

4) ’AGGAGG’ Sequence: The ’AGGAGG’ motif is most
common in Cluster 4, which has the highest mean (31.03)
and variability, with a highest count of 538. Near bacterial
ribosome binding sites (Shine-Dalgarno sequence), this motif
frequently appears. Cluster 8 also shows a high mean (18.31)
and variability, suggesting significant translational activity in
these clusters. Clusters 0, 3, and 5 have average occurrences

of 3.31 to 4.02, while Clusters 1, 2, and 7 have very low
occurrences. This suggests that "AGGAGG" may not have a
major impact on their translational regulation, as shown in
Table IV.

5) ’GAATTC’ Sequence: A big mean of 37.29 and a huge
standard deviation of 59.97 show that Cluster 4 has the
most of the "GAATTC" motif, which is a recognition site
for the restriction enzyme EcoRI. The highest count was
816. Clusters 8, 0, and 3 also show moderate occurrences,
with mean values of 37.97, 8.23, and 3.43, respectively. The
fact that the mean is less than 0.2 suggests that "GAATTC"
doesn’t show up very often in Clusters 1, 2, and 7. This
means that it may not play as important of a role in these
clusters. This motif may be involved in genomic defense
mechanisms in those clusters where it is enriched, as shown
in Table V.

6) CG Sequence: The CG motif had the highest variability
across clusters. Cluster 4 shows an extremely high mean
of 19634.87, with a maximum count of 405576. Cluster 3
(mean: 1099.64) and Cluster 8 (mean: 6528.77) also have
a lot of CG motifs. These may have something to do with
CpG islands and epigenetic regulation. Clusters 1, 2, and 7
returned low mean values below 40, suggesting the motif’s
minimal importance in these genomes. In some clusters,
Table VI shows that there are more CG motifs. This could
mean that gene regulation or epigenetic activity is stronger.
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TABLE I Data Statistics of ’ATGC’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 135.510846 72.464687 13.0 82.00 128.0 1 83.0 478.0
1 2912.0 1.670330 2.071176 0.0 0.00 1.0 2.0 58.0
2 2248.0 2.977313 2.278735 0.0 1.00 3.0 4.0 13.0
3 3022.0 78.563534 47.473093 7.0 39.00 67.0 110.0 230.0
4 2292.0 827.755672 1343.667400 68.0 285.75 588.5 937.0 21522.0
5 2927.0 22.404510 26.727001 0.0 5.00 12.0 29.0 172.0
6 2892.0 22.772130 20.480824 0.0 8.00 15.0 28.0 145.0
7 2504.0 1.200879 1.209887 0.0 0.00 1.0 2.0 8.0
8 2473.0 609.325516 740.785644 123.0 292.00 395.0 597.0 15508.0
9 2749.0 9.903601 7.741960 0.0 4.00 8.0 14.0 119.0

TABLE II Data Statistics of ’TATAAA’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 33.848150 21.025241 1.0 20.0 30.0 42.0 226.0
1 2912.0 0.021978 0.148961 0.0 0.0 0.0 0.0 2.0
2 2248.0 1.150356 1.342069 0.0 0.0 1.0 2.0 8.0
3 3022.0 6.668432 5.200889 0.0 3.0 6.0 10.0 35.0
4 2292.0 23.328970 72.962359 0.0 1.0 5.0 33.0 1430.0
5 2927.0 0.051589 0.256967 0.0 0.0 0.0 0.0 4.0
6 2892.0 7.906985 6.886790 0.0 3.0 6.0 11.0 50.0
7 2504.0 0.241214 0.539420 0.0 0.0 0.0 0.0 4.0
8 2473.0 106.212697 188.645418 2.0 20.0 51.0 119.0 4051.0
9 2749.0 0.660604 1.143990 0.0 0.0 0.0 1.0 12.0

TABLE III Data Statistics of ’CACACACACA’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 0.008507 0.096381 0.0 0.0 0.0 0.0 2.0
1 2912.0 0.000000 0.000000 0.0 0.0 0.0 0.0 0.0
2 2248.0 0.001335 0.036515 0.0 0.0 0.0 0.0 1.0
3 3022.0 0.003971 0.062900 0.0 0.0 0.0 0.0 1.0
4 2292.0 0.016579 0.131090 0.0 0.0 0.0 0.0 2.0
5 2927.0 0.002050 0.045237 0.0 0.0 0.0 0.0 1.0
6 2892.0 0.000692 0.026293 0.0 0.0 0.0 0.0 1.0
7 2504.0 0.003195 0.126375 0.0 0.0 0.0 0.0 6.0
8 2473.0 0.050546 0.276274 0.0 0.0 0.0 0.0 4.0
9 2749.0 0.000000 0.000000 0.0 0.0 0.0 0.0 0.0

TABLE IV Data Statistics of ’AGGAGG’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 4.017439 3.955512 0.0 1.0 3.0 6.0 32.0
1 2912.0 0.067651 0.272193 0.0 0.0 0.0 0.0 2.0
2 2248.0 0.112100 0.351582 0.0 0.0 0.0 0.0 3.0
3 3022.0 2.089676 2.229671 0.0 1.0 2.0 3.0 19.0
4 2292.0 31.029232 49.702796 0.0 10.0 17.0 31.0 538.0
5 2927.0 3.314315 4.390882 0.0 0.0 2.0 5.0 35.0
6 2892.0 0.703320 1.201787 0.0 0.0 0.0 1.0 20.0
7 2504.0 0.110623 0.501837 0.0 0.0 0.0 0.0 10.0
8 2473.0 18.305297 37.835738 0.0 5.0 8.0 18.0 1098.0
9 2749.0 0.425973 0.856983 0.0 0.0 0.0 1.0 17.0

TABLE V Data Statistics of ’GAATTC’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 8.233092 5.707265 0.0 4.0 7.0 11.0 35.0
1 2912.0 0.055632 0.252087 0.0 0.0 0.0 0.0 3.0
2 2248.0 0.198843 0.468936 0.0 0.0 0.0 0.0 3.0
3 3022.0 3.432826 3.001371 0.0 1.0 3.0 5.0 20.0
4 2292.0 37.286649 59.973713 0.0 14.0 24.0 40.0 816.0
5 2927.0 0.837718 1.737362 0.0 0.0 0.0 1.0 15.0
6 2892.0 1.694329 1.975795 0.0 0.0 1.0 2.0 13.0
7 2504.0 0.092252 0.323343 0.0 0.0 0.0 0.0 3.0
8 2473.0 37.970886 62.034258 1.0 9.0 18.0 37.0 1092.0
9 2749.0 0.441615 0.738788 0.0 0.0 0.0 1.0 5.0
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Fig. 7. Assign Label to t-SNE outcome (Self Made)

TABLE VI Data Statistics of ’CG’ (Self Made)

Cluster count mean std min 25% 50% 75% max
0 2351.0 930.387495 63.041905 30.0 488.5 868.0 1291.00 2850.0
1 2912.0 36.981113 21.918888 0.0 22.0 32.0 46.00 198.0
2 2248.0 22.008007 15.121697 0.0 11.0 19.0 30.00 90.0
3 3022.0 1099.642621 804.549008 88.0 453.0 815.5 1668.75 3804.0
4 2292.0 19634.874782 30296.551391 1798.0 7882.0 12516.0 20585.75 405576.0
5 2927.0 1081.102152 1124.866292 62.0 214.0 606.0 1618.50 5683.0
6 2892.0 139.123444 121.399613 5.0 53.0 93.0 172.00 629.0
7 2504.0 12.997604 8.677974 0.0 7.0 12.0 18.00 53.0
8 2473.0 6528.765467 8068.880748 379.0 3183.0 4653.0 7176.00 179596.0
9 2749.0 144.676610 113.654030 0.0 69.0 106.0 187.00 803.0

H. Nucleotide Frequency Calculation:

Looking at the differences in the number of nucleotides in
different clusters shows that they have different makeups and
could have different functions. In Cluster 0, adenine (A) and
thymine (T) are much more common than cytosine (C) and
guanine (G), showing that it is an AT-rich cluster. Cluster
0 might be made up of non-coding regions or places like
promoter sequences that have a lot of AT-rich segments.
Cluster 1 is GC-rich, with guanine (G) and cytosine (C)
levels dominating. Usually, GC pairs are linked to coding
sequences or genomic regions that need to be more stable

because the hydrogen bonds between them are stronger.
Cluster 2: This group has a balanced amount of AT and
GC content, which shows areas with different functions, like
sequences that do both coding and regulatory work. Minimal
levels of ambiguous bases suggest high sequence quality.
Cluster 3 has almost exactly the same number of all four
nucleotides. This finding indicates that there are conserved
areas in the genome that may be limited by evolution or play
important structural or functional roles.

For example, Cluster 4 has a lot of GC, which means it
probably has coding regions or structurally complex parts
like CpG islands. The slight presence of ambiguous bases
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indicates some variability or sequence uncertainty. Cluster
5: This cluster shows the strongest GC bias among all, with
guanine (G) and cytosine (C) dominating. Such sequences
may correspond to stable regions, possibly linked to spe-
cific gene expression or protein-coding regions. Cluster 6:
Similar to Cluster 0, this cluster has a high AT content,
pointing to regions that are regulatory in nature or less
thermodynamically stable. The low occurrence of ambiguous
bases suggests good data quality. Cluster 7: This cluster
is moderately balanced but leans toward being AT-rich. It
may include sequences with regulatory or gene-associated
roles requiring moderate stability. Cluster 8 demonstrates
a balance in nucleotide composition with a slight tilt to-
ward AT-richness. Such sequences may indicate regions with
mixed functional elements like a combination of coding and
regulatory segments. Cluster 9: The nucleotides in this cluster
are evenly spread out, which suggests that they are made up
of conserved sequences that may play important structural or
functional roles in the genome, as shown in Fig. 8.

III. RESULTS

In this section of the results, we have utilized six different
motif sequences, namely ’TATAAA,’ ’ATGC,’ ’CACACA-
CACA,’ ’GAATTC,’ ’AGGAGG,’ and ’CG.’ We meticu-
lously examine each motif in our bacterial omics data. The
first step is to use the statistical non-parametric Kruskal-
Wallis H-Test to look for differences in frequency between
clusters for each motif sequence. Next, the pairwise cluster
comparisons that use the Bonferroni Correction and the
Mann-Whitney U Test are a good way to control the type
I error in multiple comparisons. Finally, we also plot the
heat map of different motif sequences.

A. Motif ’ATGC’

The Kruskal-Wallis H test was used to see if there were
important differences in how the ATGC values were spread
out across 10 groups (Cluster 0 through Cluster 9). This
test is a non-parametric statistical method used to compare
distributions across multiple independent groups when the
assumption of normality may not hold. The test, which
used the kruskal() function from the scipy.stats module,
gave a Kruskal-Wallis H statistic of 22910.5181 and a p-
value of 0.0, which means the result was very significant,
as shown in Fig. 9. The null hypothesis for this test as-
sumes that all clusters have the same distribution of ATGC
values. However, the tiny p-value (essentially zero) led to
the rejection of the null hypothesis. This result confirms
that there are significant differences in the distribution of
ATGC values between the clusters. These findings suggest
that the clusters are not homogeneous with respect to the
presence or frequency of ATGC motifs. Such significant
differences may point to distinct nucleotide sequence pat-
terns or motif distributions across the clusters. These results
highlight the effectiveness of the clustering methodology in
capturing meaningful variations in the dataset, warranting
further analysis to understand the biological or computational
implications of these differences.

1) Statistical Significance of Motif Distribution Across
Clusters ’ATGC’: The results of the Mann-Whitney U test
and Bonferroni correction indicate that the "ATGC" motif

exhibits a distinct distribution within the bacterial genome
clusters. This finding suggests that this motif has different
functions in different parts of the genome. For instance, the
comparison between Cluster 9 and Cluster 2 yielded a U
statistic of 5,170,620.5 with a p-value of 0.0, indicating
a highly significant difference. The finding suggests that
Cluster 9, with its balanced nucleotide composition, may
be made up of areas with functional roles that have been
conserved, while Cluster 2, with its AT-rich sequences, may
be made up of regulatory or promoter regions. As you can
see in Table VII(a), the comparison between Cluster 8 and
Cluster 6 (U = 7,151,912.0, p = 0.0) shows that these two
groups have different genomic features that are probably the
result of different evolutionary pressures or functional needs.
The Mann-Whitney U test indicates that the ATGC motif
is spread out in many different ways across clusters, which
supports its role in many different genomic functions.

2) Pairwise Cluster Comparison Using Mann-Whitney U
Test for ’ATGC’: After using the Bonferroni correction to
account for multiple comparisons, we kept the importance of
the differences in the distribution of the "ATGC" motif across
all clusters. There was a big difference in the numbers be-
tween Cluster 9 and Cluster 6 (U = 2,236,214.0, Bonferroni-
adjusted p = 3.28 × 10−178), which supported the idea that
these clusters have different functions. Furthermore, the big
difference between Cluster 5 and Cluster 4 (U = 9,419.5,
Bonferroni adjusted p value = 0.0) suggests that the "ATGC"
motif may have different roles, such as coding functions
in Cluster 5 and regulatory functions in Cluster 4 (Table
VII(b)). The results demonstrate the diverse distribution of
the "ATGC" motif across various bacterial groups. This is
likely because the bacteria have adapted to meet different
functional or environmental needs, as shown in Fig. 21.

B. Motif ’TATAAA’

The Kruskal-Wallis H-Test is then used to see how the
"TATAAA" motif, which is made up of thymine (T) and
adenine (A) nucleotides, is spread out among the groups
of bacteria. This motif, commonly known as the TATA
box, is a critical component of promoter regions and plays
a significant role in transcription initiation. The analysis
produced a Kruskal-Wallis statistic of 20149.857033237466,
and the p-value was effectively zero (p_value: 0.0), as shown
in Fig. 10. The very low p-value, which is 0.05, means
that the null hypothesis is not true. This indicates that the
"TATAAA" motif distribution is completely unique between
the clusters. After the Kruskal-Wallis test, the next step is to
apply the Mann-Whitney U statistic.

1) Statistical Significance of Motif Distribution Across
Clusters ’TATAAA’: The Mann-Whitney U test indicated
that the frequency distribution of the "TATAAA" motif,
which is usually thought of as a key promoter element,
was completely unique between clusters. As one of the
most illustrative examples of such testing, Cluster 9 vs.
Cluster 2 resulted in U = 2,333,550.5, p = 1.02 × 10−59.
Cluster 9 has a more even distribution of nucleotides, which
suggests that it may have a wider range of functions. On
the other hand, Cluster 2’s high AT content suggests that
it is more likely connected with controlling transcription.
There were also significant differences between Cluster 9
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Fig. 8. Nucleotide Frequency of Motif(Self Made)

Fig. 9. Kruskal-Wallis H-Test ’ATGC’ (Self Made)

and Cluster 6 (U = 484,948.0, p = 0.0), which suggests that
these clusters are controlled by different systems, as shown
in Table VIII(a). The "TATAAA" motif plays a big part in
controlling transcription, and these results indicate that it can
be found in different parts of the genome.

2) Pairwise Cluster Comparison Using Mann-Whitney U
Test for ’TATAAA’: Using the Bonferroni correction on the

"TATAAA" motif backs up the results from the Mann-
Whitney U test even more when it comes to the significant
differences. For instance, comparing Cluster 9 to Cluster 7 (U
= 4,116,330.5, Bonferroni adjusted p value = 9.03× 10−54)
showed that these two groups have completely unique pro-
moter profiles, which is another sign that they have different
transcriptional needs. However, there was no statistical dif-
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Fig. 10. Kruskal-Wallis H-Test for ’TATAAA’ (Self Made)

ference between Cluster 6 and Cluster 4 (U = 3,359,474.5,
Bonferroni adjusted p-value = 0.39); this could mean that
both clusters are using similar ways to start transcription, as
shown in Table VIII(b). In fact, these results indicate that
the pattern of distribution for the "TATAAA" motif has been
specifically changed to meet certain functional and regulatory
needs, with most of the clusters being more different and only
a few being similar, as shown in Fig. 22.

C. Motif ’CACACACACA’

We will next analyze a specific sequence known as "CA-
CACACACA." Our bacterial clusters contain five cytosine-
adenine repeats that make up this sequence. We employ the
Kruskal-Wallis H-Test, as shown in Fig. 11, to analyze the
data. This statistical test is practical when we don’t have
any assumptions about the distribution of our data. The
test produced a statistic of 483.7493979046291 and a p-
value of 1.7313265380364424 × e−98, which is relatively
small as shown in Fig. 11. These results indicate significant
differences in the ’CA5’ motif distribution across the clusters.
Therefore, we can reject the null hypothesis, which suggests
that the clusters have distinct ’CA5’ motif frequencies.
Based on these findings, we need to explore the functional
implications of this motif in bacterial genomics to better
understand its role.

1) Statistical Significance of Motif Distribution Across
Clusters ’CACACACACA’: We used the Mann-Whitney U
test and Bonferroni correction to determine which groups
of the motif CA5 were statistically significant. The motif
CA5 is made up of five cytosine-adenine repeats. Pairwise
comparisons between the clusters illustrate several different

levels of statistical significance. Taking the example of
Cluster 0 vs. Cluster 8, the U statistic is 2820944.5, with a
p-value of 8.84× 10−12 . The result indicates that there was
a highly statistically significant difference in the distribution
of this motif between these two clusters. In the same way,
comparing Cluster 4 to Cluster 2 gave us a U statistic of
2538056.5 and a p-value of 9.4 × 10−8, which shows that
the motif’s appearance in these clusters is very different.
However, not all pairs show this, with examples like Cluster
2 and Cluster 7 providing a U statistic of 2816001.0 with
a p-value of 0.57, as shown in Table IX(a). which indicates
a similar distribution in the distribution of this motif, thus
indicating similar distributions. These findings show that the
CA5 motif is not the same in all bacterial clusters. This
may indicate that the genome is organized differently or that
regulatory mechanisms differ.

2) Pairwise Cluster Comparison Using Mann-Whitney U
Test for ’CA5’: Adding the Bonferroni correction to the p-
values from the Mann-Whitney U test made a number of
comparisons more statistically significant. For example, the
comparison between Cluster 8 and Cluster 0 (corrected p-
value: True) reinforces the previously identified significant
difference. Other examples include Cluster 4 versus Cluster
9 (corrected p-value: True) and Cluster 8 versus Cluster 6
(corrected p-value: True), confirming significantly different
distributions of the CA5 motif. Other comparisons, like Clus-
ter 2 vs. Cluster 6 (corrected p-value: False), are no longer
significant after correction, which shows how conservative
the Bonferroni adjustment is. As shown in Table IX(b) and
Fig. 23, these results show how strong certain significant
differences are and how important it is to be careful when
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Fig. 11. Kruskal-Wallis H-Test for ’CACACACACA’ (Self Made)

interpreting borderline cases.

D. Motif ’AGGAGG’
We conducted the Kruskal-Wallis H test to determine

if the presence of ’AGGAGG’ varied significantly across
different bacterial clusters. The test resulted in a high H
statistic of 17334.04 and a p-value of 0.0, indicating strong
statistical significance, as shown in Fig. 12. Since the p-
value is below the standard significance threshold of 0.05,
the null hypothesis, which assumes no significant differences
between clusters, is rejected. This finding suggests that the
presence of "AGGAGG" varies a lot between bacterial clus-
ters, which means that different groups have different genes.
Such variations may be linked to differences in bacterial
adaptation, mutation rates, or evolutionary processes. The
results highlight the importance of genetic diversity in bac-
terial populations and suggest that certain clusters may have
unique genetic characteristics that influence their survival,
pathogenicity, or environmental adaptability.

1) Statistical Significance of Motif Distribution Across
Clusters’ AGGAGG’: In the same way, we looked at the
pattern "AGGAGG," which is usually found near bacterial
ribosome-binding sites, to see how it was spread out among
the clusters. Most of the comparisons showed significant
deviations; for instance, Cluster 0 versus Cluster 8 resulted
in a U statistic of 1152672.5 and a p-value of 1.19×10−289

, highlighting a big difference. Similarly, Cluster 9 versus
Cluster 2 gave a U statistic of 2436011.5 with a p-value of
1.47 × 10−72 , thus confirming extreme variability. Some
comparisons, like Cluster 2 vs. Cluster 7, did not show
statistical significance, with a U statistic of 2852862.5 and

a p-value of 0.11. This means that there is a uniform
distribution in that case, as shown in Table X(a). These
findings show that the ’AGGAGG’ motif can have different
functions in different bacterial genomes. They may also show
that it has a different role in starting translation in different
clusters.

2) Pairwise Cluster Comparison Using Mann-Whitney U
Test for ’AGGAGG’: Most of these comparisons remained
robust after the application of the Bonferroni correction. For
example, Cluster 0 versus Cluster 8, which had an initial p-
value of 1.19×10−289 , remained significant after correction,
with a corrected p-value of True. Likewise, Cluster 9 versus
Cluster 4 remained significant, with a corrected p-value of
True underscoring different motif distributions. On the other
hand, some comparisons, such as Cluster 2 versus Cluster
7, became non-significant after correction, with a corrected
p-value of False. Table X(b) and Fig. 24 demonstrate the
stringency of this correction method. These results back
up the reliability of significant results and show that the
’AGGAGG’ motif is spread out in a complex way among
the bacterial clusters.

E. Motif ’GAATTC’

Next, we examine ’GAATTC’, the EcoRI recognition site.
Before we look at these sequences, we use the Kruskal-
Wallis H-Test to see how common this motif is among
bacterial groups. The test showed significant differences in
the frequency of this motif among the clusters, with a statistic
of 19736.04433017053 and a p-value of 0.0. The result
indicates that the distribution of the ’GAATTC’ motif is not
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Fig. 12. Kruskal-Wallis H-Test for ’AGGAGG’ (Self Made)

uniform. Since the p-value was below the standard signifi-
cance threshold of p= 0.05 across all cluster comparisons,
it suggests potential variations in restriction sites. These
significant results have implications for further research, as
shown in Fig. 13.

1) Statistical Significance of Motif Distribution Across
Clusters ’GAATTC’: This motif, ’GAATTC,’ represents the
recognition site of the EcoRI restriction enzyme. We used the
Mann-Whitney U test to compare this motif across bacteria
clusters. In most of the paired comparisons, the results
showed statistically significant differences in the distribution
of the motif. For example, the U statistic for Cluster 0 versus
Cluster 3 is 5540881.5, with a p-value of 2.07×10−274 . We
may, therefore, say that Cluster 0 has a significantly different
generation of motifs compared to Cluster 3. The U statistic
of Cluster 2 compared to Cluster 9 is 2588588.5, with a
corresponding p-value of 2.71 × 10−38, thereby strongly
confirming observed variability in motif distribution. Some
comparisons showed more interesting results, like the one
between Cluster 3 and Cluster 7, which had a U statistic of
6996482.0 and a p-value of 0.0. This again showed that the
patterns in the motifs between the clusters were different.
Based on this, our findings show that the ’GAATTC’ motif
has different functions or structures in the genome, as shown
in Table XI(a).

2) Pairwise Cluster Comparison Using Mann-Whitney U
Test for ’GAATTC’: The Bonferroni correction for multiple
testing made sure that the differences that were statistically
significant between the pairs were real and strong. This
lowers the chance of getting false positives.

For instance, the comparison of Cluster 4 and Cluster 8
produced a corrected p-value of True, showing a significant
difference in motif distribution. The result indicates that these

clusters are unique in their properties, perhaps reflecting
underlying biological heterogeneity in motif frequency or
function. Similarly, Cluster 6 and Cluster 9 showed a signifi-
cant difference, with a corrected p-value of True, as revealed
in Table XI(b).

These results show that the "GAATTC" motif, which is
usually found next to the EcoRI recognition site, might
have a functional role. Bacterial genomes usually keep these
spots because they are important for restriction-modification
systems and might play a part in how organisms have
changed over time. The results, shown in Fig. 25, show
that the statistical analysis is strong and reliable. They also
point to a possible adaptive role for the "GAATTC" motif in
different bacterial clusters.

F. Motif ’CG’

We used the Kruskal-Wallis H-Test to look at how often
the pattern ’CG’ dinucleotides showed up in the motif ’CG’
sequence in our bacterial data. The Kruskal-Wallis statistic
we got from our analysis was 23,464.1269, and the p-value
was 0.0. Fig. 14 demonstrates a significant difference in the
motif distribution across the clusters. The ’CG’ pattern is
often associated with CpG islands, which play a crucial role
in gene regulation through methylation. We observed that
the distribution of this motif was not uniform across all
clusters. This critical finding suggests that different groups
of bacteria have different methylation potentials and levels
of gene regulatory activity.

1) Statistical Significance of Motif Distribution Across
Clusters ’CG’: The motif CG has often been associated
with CpG islands and methylation sites, and hence a Mann-
Whitney U test was conducted to get a deeper understanding
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Fig. 13. Kruskal-Wallis H-Test for ’GAATTC’ (Self Made)

Fig. 14. Kruskal-Wallis H-Test for ’CG’ (Self Made)

of its distribution across the clusters. Substantial differences
were indicated in the occurrence of this motif by the test:
for instance, Cluster 0 versus Cluster 5 gave a U statistic of
3797622.5, with a p-value of 8.74× 10−11 , showing highly
significant variability in motif distribution. The comparison

between Cluster 2 and Cluster 7 produced a U statistic of
3856358.0 and a p-value of 5.38×10−108, which means that
there are important differences between the two groups, as
shown in Table XII(a). There is a chance that the "CG" motif
has different regulatory or structural genomic functions, as
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most comparisons show.
2) Pairwise Cluster Comparison Using Mann-Whitney

U Test for ’CG’: The statistically significant results in
the Mann-Whitney U test were mostly the same after the
Bonferroni correction was applied. This gave the original
results more weight. The change in the significance level to
account for multiple comparisons showed that the differences
between the pairs of clusters were important.

When we changed the p-value for the comparison between
Cluster 3 and Cluster 5, we saw that there was still a
statistically significant difference in the motif distributions
between the two groups. Furthermore, the statistical dif-
ference between Cluster 0 and Cluster 6 was still very
big, showing that genomic motif patterns are consistently
different. Also, the comparison between Cluster 1 and Cluster
4 produced a p-value that stayed statistically significant even
after correction. This indicates that the two groups have
different patterns of motif distribution.

All of these results indicate that the "CG" motif is
important in biology, especially when it comes to telling
important genomic differences between different clusters.
Using the Bonferroni correction gave these results more
credibility by removing any false positives. This showed that
the differences seen were not just random but actually caused
by differences in the genome. Table XII(b) and Fig. 26 show
that this statistical strength suggests the "CG" motif may
have an effect on the structure and control of genomics.

IV. HEAT MAP RESULT OF MOTIF

This heatmap for the ’ATGC’ motif probably points out
clusters that have different levels of motif abundance. For
instance, clusters such as 4 and 8 may contain higher inten-
sities since their counts are high, while clusters like 1 and 7
will have lower intensities due to smaller numbers of motif
occurrences. A lot of the same motifs in a single cluster could
mean that they are involved in important biological processes
or conserved regions, which could be connected to important
genomic functions, like replication origins. However, low
prevalence may indicate that these clusters are less important
for regulation or have less sequence variation, as shown in
Fig. 15.

When you look at heat maps of the "TATAAA" motif,
clusters 0, 4, 8, etc. will stand out because they have a lot of
motifs, while clusters 1 and 7 will have the least amount
of intensity. The ’TATAAA’ motif is generally associated
with the promoter regions in bacterial genomes. As seen
in Fig. 16, clusters with a lot of motifs may be genes that
play a big role in controlling transcription, while clusters
with few motifs may be non-coding regions or places where
transcription isn’t happening much.

For the CA5 motif, clusters 8 and 4 have far more motif
intensity compared to other clusters, having either negligible
or no presence. It seems like this finding suggests that the
CA5 motif may be very important in these groups, possibly
showing repetitive or structural patterns in the genome,
as seen in Fig. 17. High motif intensity means that the
area might be biologically important, while low-intensity
clusters mean that the area is not structurally or functionally
important.

Similarly, clusters 4, 8, and 5 represent high intensity,
i.e., dense frequencies of motifs, while clusters 1, 2, and

Fig. 15. Heat Map of ’ATGC’

Fig. 16. Heat Map of ’TATAAA’

7 represent low intensity, i.e., lower frequencies of motifs.
The observed trend shows that the clusters are not all the
same in terms of how they work, which could be because of
differences in genomic activity or structural features.

The ’AGGAGG’ is a known Shine-Dalgarno motif, and it
plays a role in translation initiation by enhancing ribosome
binding. Areas that are actively translating may link to
clusters with a high concentration of this motif, which could
potentially serve as ribosome binding sites. According to Fig.
18, clusters 4 and 8 possess high motif intensity that can
be ribosome binding regions that are actively translating.
Clusters 1 and 7 are low intensity, which can be low
translation activity regions or perhaps untranslated regions.

The "GAATTC" motif matches the EcoRI recognition site,
which is an important part for restriction enzyme activity. As
shown in Fig. 19, the motif frequency is high, indicating the
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Fig. 17. Heat Map of ’CACACACACA’

Fig. 18. Heat Map of ’AGGAGG’

presence of conserved cleavage sites. This suggests evolu-
tionary pressures may preserve these sites because of their
functional importance. Clusters 4, 8, and 5 have a lot of motif
intensity, which means they might have important structural
areas, such as ones that can be affected by horizontal gene
transfer. Clusters 7 and 1 have low motif intensity, which
means that these areas aren’t affected as much by these kinds
of evolutionary pressures.

The ’CG’ motif is strongly associated with CpG islands,
which play a crucial role in epigenetic regulation through
DNA methylation. Fig. 20 shows that areas with more intense
clusters, like clusters 4 and 8, may be places where epigenetic
regulation or gene expression is active. The fact that these
clusters contain CpG islands suggests that they might be
regulatory hotspots, which could have big effects on gene
activity. On the other hand, clusters with lower intensities
might be regions with less regulatory influence, which could
be non-coding sequences or regions that don’t have much

functional significance.

Fig. 19. Heat Map of ’GAATTC’

Fig. 20. Heat Map of ’CG’

Furthermore, the high-intensity clusters indicate areas with
high motif frequency, possibly associated with conserved
biological processes, regulatory function, or evolutionary
constraint. Low-intensity clusters show places where there
are fewer motif occurrences, which usually means that the
motif is less important for function or that the region is
variable. Lastly, comparative insights group differences that
point to biological diversity, different gene expression, or
differences in the structure of the bacterial genomes.
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TABLE VII ’ATGC’ Tables

(a) Mann-Whitney U tests and Bonferroni correction for
’ATGC’ (Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 5170620.5 0.000000e+00 True
9 8 0.0 0.000000e+00 True
9 0 19588.5 0.000000e+00 True
9 6 2236214.0 3.284059e-178 True
9 7 6485416.5 0.000000e+00 True
9 1 7338284.5 0.000000e+00 True
9 3 100726.5 0.000000e+00 True
9 5 3031408.0 2.991959e-58 True
9 4 78.5 0.000000e+00 True
2 8 0.0 0.000000e+00 True
2 0 0.5 0.000000e+00 True
2 6 356060.5 0.000000e+00 True
2 7 4213836.0 6.719851e-201 True
2 1 4485463.0 1.375281e-119 True
2 3 300.0 0.000000e+00 True
2 5 890342.5 0.000000e+00 True
2 4 0.0 0.000000e+00 True
8 0 5630357.0 0.000000e+00 True
8 6 7151912.0 0.000000e+00 True
8 7 6192392.0 0.000000e+00 True
8 1 7201376.0 0.000000e+00 True
8 3 7458625.0 0.000000e+00 True
8 5 7238297.5 0.000000e+00 True
8 4 2383153.5 2.031563e-21 True
0 6 6535125.0 0.000000e+00 True
0 7 5886904.0 0.000000e+00 True
0 1 6845639.5 0.000000e+00 True
0 3 5233839.5 2.865827e-195 True
0 5 6564566.5 0.000000e+00 True
0 4 404695.5 0.000000e+00 True
6 7 7153463.0 0.000000e+00 True
6 1 8230765.5 0.000000e+00 True
6 3 922137.5 0.000000e+00 True
6 5 4787961.5 4.179833e-18 True
6 4 1132.5 0.000000e+00 True
7 1 3157514.0 1.330352e-18 True
7 3 2.0 0.000000e+00 True
7 5 363729.0 0.000000e+00 True
7 4 0.0 0.000000e+00 True
1 3 1815.5 0.000000e+00 True
1 5 603597.5 0.000000e+00 True
1 4 0.0 0.000000e+00 True
3 5 7873925.5 0.000000e+00 True
3 4 145298.5 0.000000e+00 True
5 4 9419.5 0.000000e+00 True

(b) Mann-Whitney U Statistic for ’ATGC’ (Self Made)

Comparison U Statistic P-value
Cluster 9 and Cluster 2 5170620.5 0.0
Cluster 9 and Cluster 8 0.0 0.0
Cluster 9 and Cluster 0 19588.5 0.0
Cluster 9 and Cluster 6 2236214.0 3.284058535537945e-178
Cluster 9 and Cluster 7 6485416.5 0.0
Cluster 9 and Cluster 1 7338284.5 0.0
Cluster 9 and Cluster 3 100726.5 0.0
Cluster 9 and Cluster 5 3031408.0 2.9919587909334675e-58
Cluster 9 and Cluster 4 78.5 0.0
Cluster 2 and Cluster 8 0.0 0.0
Cluster 2 and Cluster 0 0.5 0.0
Cluster 2 and Cluster 6 356060.5 0.0
Cluster 2 and Cluster 7 4213836.0 6.719850867031014e-201
Cluster 2 and Cluster 1 4485463.0 1.3752811472252888e-119
Cluster 2 and Cluster 3 300.0 0.0
Cluster 2 and Cluster 5 890342.5 0.0
Cluster 2 and Cluster 4 0.0 0.0
Cluster 8 and Cluster 0 5630357.0 0.0
Cluster 8 and Cluster 6 7151912.0 0.0
Cluster 8 and Cluster 7 6192392.0 0.0
Cluster 8 and Cluster 1 7201376.0 0.0
Cluster 8 and Cluster 3 7458625.0 0.0
Cluster 8 and Cluster 5 7238297.5 0.0
Cluster 8 and Cluster 4 2383153.5 2.0315632384410778e-21
Cluster 0 and Cluster 6 6535125.0 0.0
Cluster 0 and Cluster 7 5886904.0 0.0
Cluster 0 and Cluster 1 6845639.5 0.0
Cluster 0 and Cluster 3 5233839.5 2.865827170445793e-195
Cluster 0 and Cluster 5 6564566.5 0.0
Cluster 0 and Cluster 4 404695.5 0.0
Cluster 6 and Cluster 7 7153463.0 0.0
Cluster 6 and Cluster 1 8230765.5 0.0
Cluster 6 and Cluster 3 922137.5 0.0
Cluster 6 and Cluster 5 4787961.5 4.179832648062237e-18
Cluster 6 and Cluster 4 1132.5 0.0
Cluster 7 and Cluster 1 3157514.0 1.3303524571484816e-18
Cluster 7 and Cluster 3 2.0 0.0
Cluster 7 and Cluster 5 363729.0 0.0
Cluster 7 and Cluster 4 0.0 0.0
Cluster 1 and Cluster 3 1815.5 0.0
Cluster 1 and Cluster 5 603597.5 0.0
Cluster 1 and Cluster 4 0.0 0.0
Cluster 3 and Cluster 5 7873925.5 0.0
Cluster 3 and Cluster 4 145298.5 0.0
Cluster 5 and Cluster 4 9419.5 0.0
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TABLE VIII ’TATAAA’ Tables

(a) Mann-Whitney U tests and Bonferroni correction for
’TATAAA’ (Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 2333550.5 1.020660e-59 True
9 8 1855.0 0.000000e+00 True
9 0 3412.5 0.000000e+00 True
9 6 484948.0 0.000000e+00 True
9 7 4116330.5 9.027529e-54 True
9 1 5425715.5 5.995187e-249 True
9 3 704479.5 0.000000e+00 True
9 5 5368650.5 1.522856e-211 True
9 4 1268477.0 0.000000e+00 True
2 8 2329.5 0.000000e+00 True
2 0 4555.0 0.000000e+00 True
2 6 627126.0 0.000000e+00 True
2 7 4057820.0 2.163768e-201 True
2 1 5177320.0 0.000000e+00 True
2 3 834617.5 0.000000e+00 True
2 5 5142462.5 0.000000e+00 True
2 4 1333714.0 9.488347e-182 True
8 0 3745854.0 1.937339e-67 True
8 6 6718607.0 0.000000e+00 True
8 7 6192314.0 0.000000e+00 True
8 1 7201375.5 0.000000e+00 True
8 3 7169668.5 0.000000e+00 True
8 5 7238456.5 0.000000e+00 True
8 4 4666070.0 0.000000e+00 True
0 6 6370500.5 0.000000e+00 True
0 7 5886224.5 0.000000e+00 True
0 1 6846047.5 0.000000e+00 True
0 3 6819025.0 0.000000e+00 True
0 5 6881211.5 0.000000e+00 True
0 4 4004840.5 1.754035e-181 True
6 7 7022256.0 0.000000e+00 True
6 1 8274921.0 0.000000e+00 True
6 3 4635919.5 4.822753e-05 True
6 5 8302619.0 0.000000e+00 True
6 4 3359474.5 3.968423e-01 False
7 1 4283205.0 1.980328e-99 True
7 3 394700.5 0.000000e+00 True
7 5 4220871.5 1.119273e-68 True
7 4 886887.5 0.000000e+00 True
1 3 318059.5 0.000000e+00 True
1 5 4164129.5 9.943216e-07 True
1 4 808103.5 0.000000e+00 True
3 5 8506492.5 0.000000e+00 True
3 4 3368451.5 8.627895e-02 False
5 4 842149.0 0.000000e+00 True

(b) Mann-Whitney U Statistic for ’TATAAA’ (Self Made)

Comparison U Statistic P-value
Cluster 9 and Cluster 2 2333550.5 1.020660221061724e-59
Cluster 9 and Cluster 8 1855.0 0.0
Cluster 9 and Cluster 0 3412.5 0.0
Cluster 9 and Cluster 6 484948.0 0.0
Cluster 9 and Cluster 7 4116330.5 9.027528873759478e-54
Cluster 9 and Cluster 1 5425715.5 5.995187104830138e-249
Cluster 9 and Cluster 3 704479.5 0.0
Cluster 9 and Cluster 5 5368650.5 1.522856278424965e-211
Cluster 9 and Cluster 4 1268477.0 0.0
Cluster 2 and Cluster 8 2329.5 0.0
Cluster 2 and Cluster 0 4555.0 0.0
Cluster 2 and Cluster 6 627126.0 0.0
Cluster 2 and Cluster 7 4057820.0 2.163768051791357e-201
Cluster 2 and Cluster 1 5177320.0 0.0
Cluster 2 and Cluster 3 834617.5 0.0
Cluster 2 and Cluster 5 5142462.5 0.0
Cluster 2 and Cluster 4 1333714.0 9.488346613992423e-182
Cluster 8 and Cluster 0 3745854.0 1.937339405575136e-67
Cluster 8 and Cluster 6 6718607.0 0.0
Cluster 8 and Cluster 7 6192314.0 0.0
Cluster 8 and Cluster 1 7201375.5 0.0
Cluster 8 and Cluster 3 7169668.5 0.0
Cluster 8 and Cluster 5 7238456.5 0.0
Cluster 8 and Cluster 4 4666070.0 0.0
Cluster 0 and Cluster 6 6370500.5 0.0
Cluster 0 and Cluster 7 5886224.5 0.0
Cluster 0 and Cluster 1 6846047.5 0.0
Cluster 0 and Cluster 3 6819025.0 0.0
Cluster 0 and Cluster 5 6881211.5 0.0
Cluster 0 and Cluster 4 4004840.5 1.7540348581057428e-181
Cluster 6 and Cluster 7 7022256.0 0.0
Cluster 6 and Cluster 1 8274921.0 0.0
Cluster 6 and Cluster 3 4635919.5 4.8227526459258916e-05
Cluster 6 and Cluster 5 8302619.0 0.0
Cluster 6 and Cluster 4 3359474.5 0.39684234025591325
Cluster 7 and Cluster 1 4283205.0 1.9803277257941056e-99
Cluster 7 and Cluster 3 394700.5 0.0
Cluster 7 and Cluster 5 4220871.5 1.1192726869205934e-68
Cluster 7 and Cluster 4 886887.5 0.0
Cluster 1 and Cluster 3 318059.5 0.0
Cluster 1 and Cluster 5 4164129.5 9.943215504578232e-07
Cluster 1 and Cluster 4 808103.5 0.0
Cluster 3 and Cluster 5 8506492.5 0.0
Cluster 3 and Cluster 4 3368451.5 0.08627894622339104
Cluster 5 and Cluster 4 842149.0 0.0
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TABLE IX CACACACACA Tables

(a) Mann-Whitney U tests and Bonferroni correction for
’CACACACACA’ (Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 3085752.5 5.542766e-02 False
9 8 3271310.0 1.090065e-24 True
9 0 3205334.0 2.338951e-06 True
9 6 3972305.0 1.679942e-01 False
9 7 3438999.0 1.384317e-01 False
9 1 4002544.0 1.000000e+00 False
9 3 4137245.0 9.430661e-04 True
9 5 4014914.5 1.756115e-02 False
9 4 3099497.5 2.301600e-11 True
2 8 2678784.5 1.132200e-18 True
2 0 2624693.0 9.172326e-04 True
2 6 3252698.0 4.633987e-01 False
2 7 2816001.0 5.704288e-01 False
2 1 3277456.0 4.866886e-02 False
2 3 3387773.0 7.565536e-02 False
2 5 3287594.5 5.405324e-01 False
2 4 2538056.5 9.400729e-08 True
8 0 2993078.5 8.844633e-12 True
8 6 3707993.0 1.606549e-24 True
8 7 3210081.5 2.532075e-21 True
8 1 3736096.0 4.824635e-26 True
8 3 3862568.0 1.166358e-19 True
8 5 3748012.0 2.753425e-22 True
8 4 2895394.5 4.621775e-06 True
0 6 3424670.0 2.518551e-05 True
0 7 2964870.5 1.131211e-04 True
0 1 3450720.0 1.177446e-06 True
0 3 3566970.0 4.835595e-02 False
0 5 3461445.0 1.513075e-03 False
0 4 2672535.5 1.192059e-02 False
6 7 3620394.0 8.848837e-01 False
6 1 4213664.0 1.559066e-01 False
6 3 4355482.0 9.493473e-03 False
6 5 4226693.0 1.621292e-01 False
6 4 3263021.0 1.619875e-10 True
7 1 3648736.0 1.272686e-01 False
7 3 3771554.0 1.967656e-02 False
7 5 3660025.0 2.314510e-01 False
7 4 2825588.5 3.531315e-09 True
1 3 4382560.0 6.652103e-04 True
1 5 4252976.0 1.452091e-02 False
1 4 3283280.0 5.982486e-12 True
3 5 4431193.0 1.775029e-01 False
3 4 3421051.0 4.269009e-06 True
5 4 3307065.5 2.277340e-08 True

(b) Mann-Whitney U Statistic for ’CACACACACA’ (Self
Made)

Comparison U Statistic P-value
Cluster 0 and Cluster 1 3450720.0 1.1774462239376818e-06
Cluster 0 and Cluster 2 2660355.0 0.0009172326424974167
Cluster 0 and Cluster 3 3566970.0 0.04835595005888699
Cluster 0 and Cluster 4 2672535.5 0.01192059192723852
Cluster 0 and Cluster 5 3461445.0 0.0015130751881095648
Cluster 0 and Cluster 6 3424670.0 2.5185506397009544e-05
Cluster 0 and Cluster 7 2964870.5 0.00011312111917424375
Cluster 0 and Cluster 8 2820944.5 8.844632760361638e-12
Cluster 0 and Cluster 9 3257565.0 2.338951385594754e-06
Cluster 1 and Cluster 2 3268720.0 0.04866886057447547
Cluster 1 and Cluster 3 4382560.0 0.0006652103251385104
Cluster 1 and Cluster 4 3283280.0 5.982485740991957e-12
Cluster 1 and Cluster 5 4252976.0 0.014520907496482516
Cluster 1 and Cluster 6 4207840.0 0.15590664603164595
Cluster 1 and Cluster 7 3642912.0 0.12726855827248848
Cluster 1 and Cluster 8 3465280.0 4.824634748918482e-26
Cluster 1 and Cluster 9 4002544.0 1.0
Cluster 2 and Cluster 3 3387773.0 0.07565535787371426
Cluster 2 and Cluster 4 2538056.5 9.400729438795074e-08
Cluster 2 and Cluster 5 3287594.5 0.5405324034823966
Cluster 2 and Cluster 6 3252698.0 0.4633986706642611
Cluster 2 and Cluster 7 2816001.0 0.5704288044203933
Cluster 2 and Cluster 8 2678784.5 1.1321997226327302e-18
Cluster 2 and Cluster 9 3093999.5 0.05542766253415305
Cluster 3 and Cluster 4 3421051.0 4.269008827314057e-06
Cluster 3 and Cluster 5 4431193.0 0.17750294633840558
Cluster 3 and Cluster 6 4384142.0 0.009493473224480214
Cluster 3 and Cluster 7 3795534.0 0.019676556343680946
Cluster 3 and Cluster 8 3610838.0 1.166358450200408e-19
Cluster 3 and Cluster 9 4170233.0 0.0009430660871921847
Cluster 4 and Cluster 5 3401618.5 2.2773399657943575e-08
Cluster 4 and Cluster 6 3365443.0 1.6198748456887917e-10
Cluster 4 and Cluster 7 2913579.5 3.531314991697631e-09
Cluster 4 and Cluster 8 2772721.5 4.621774523002538e-06
Cluster 4 and Cluster 9 3201210.5 2.30160018385287e-11
Cluster 5 and Cluster 6 4238191.0 0.16212922827257692
Cluster 5 and Cluster 7 3669183.0 0.23145098151772336
Cluster 5 and Cluster 8 3490459.0 2.753424857915655e-22
Cluster 5 and Cluster 9 4031408.5 0.017561149279769424
Cluster 6 and Cluster 7 3620394.0 0.88488369640284
Cluster 6 and Cluster 8 3443923.0 1.6065490248606712e-24
Cluster 6 and Cluster 9 3977803.0 0.16799416896371666
Cluster 7 and Cluster 8 2982310.5 2.5320746759978937e-21
Cluster 7 and Cluster 9 3444497.0 0.13843170078123315
Cluster 8 and Cluster 9 3526967.0 1.0900647228143703e-24

IAENG International Journal of Computer Science

Volume 52, Issue 6, June 2025, Pages 1727-1753

 
______________________________________________________________________________________ 



Fi
g.

23
.P

ai
rw

is
e

C
lu

st
er

Pl
ot

of
’C

A
C

A
C

A
C

A
C

A
’

IAENG International Journal of Computer Science

Volume 52, Issue 6, June 2025, Pages 1727-1753

 
______________________________________________________________________________________ 



TABLE X ’AGGAGG’ Tables

(a) Mann-Whitney U tests and Bonferroni correction for
’AGGAGG’ (Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 3743740.5 1.474308e-72 True
9 8 117375.0 0.000000e+00 True
9 0 812761.5 0.000000e+00 True
9 6 3493602.5 1.928343e-20 True
9 7 4214801.5 5.394204e-90 True
9 1 5000102.5 1.425457e-129 True
9 3 1782608.5 0.000000e+00 True
9 5 1999600.0 4.489732e-272 True
9 4 17316.0 0.000000e+00 True
2 8 46804.5 0.000000e+00 True
2 0 431659.0 0.000000e+00 True
2 6 2215886.5 4.389265e-139 True
2 7 2852862.5 1.085475e-01 False
2 1 3401712.5 2.228093e-07 True
2 3 980812.5 0.000000e+00 True
2 5 1226653.5 0.000000e+00 True
2 4 4186.0 0.000000e+00 True
8 0 4661350.5 1.198599e-289 True
8 6 6952161.5 0.000000e+00 True
8 7 6136294.0 0.000000e+00 True
8 1 7147714.5 0.000000e+00 True
8 3 6785689.5 0.000000e+00 True
8 5 6060693.5 0.000000e+00 True
8 4 1723743.0 2.995754e-121 True
0 6 5684581.5 0.000000e+00 True
0 7 5412566.5 0.000000e+00 True
0 1 6330832.5 0.000000e+00 True
0 3 4715534.5 7.194136e-97 True
0 5 4138972.5 1.119042e-37 True
0 4 376938.5 0.000000e+00 True
6 7 4815007.5 3.875493e-164 True
6 1 5694779.0 3.292588e-217 True
6 3 2362075.0 2.859444e-225 True
6 5 2469993.5 7.966639e-186 True
6 4 35494.0 0.000000e+00 True
7 1 3739465.0 3.205571e-04 True
7 3 1070049.0 0.000000e+00 True
7 5 1345550.5 0.000000e+00 True
7 4 6524.0 0.000000e+00 True
1 3 1176076.0 0.000000e+00 True
1 5 1502187.5 0.000000e+00 True
1 4 4368.5 0.000000e+00 True
3 5 4165888.0 7.813079e-05 True
3 4 168715.5 0.000000e+00 True
5 4 422588.5 0.000000e+00 True

(b) Mann-Whitney U Statistic for ’AGGAGG’ (Self Made)

Comparison U Statistic P-value
Cluster 0 and Cluster 1 6330832.5 0.0
Cluster 0 and Cluster 2 4853389.0 0.0
Cluster 0 and Cluster 3 4715534.5 7.194136162840307e-97
Cluster 0 and Cluster 4 376938.5 0.0
Cluster 0 and Cluster 5 4138972.5 1.1190418405306124e-37
Cluster 0 and Cluster 6 5684581.5 0.0
Cluster 0 and Cluster 7 5412566.5 0.0
Cluster 0 and Cluster 8 1152672.5 1.1985994995453325e-289
Cluster 0 and Cluster 9 5650137.5 0.0
Cluster 1 and Cluster 2 3144463.5 2.2280931685484288e-07
Cluster 1 and Cluster 3 1176076.0 0.0
Cluster 1 and Cluster 4 4368.5 0.0
Cluster 1 and Cluster 5 1502187.5 0.0
Cluster 1 and Cluster 6 2726725.0 3.292588269134284e-217
Cluster 1 and Cluster 7 3552183.0 0.0003205571296261137
Cluster 1 and Cluster 8 53661.5 0.0
Cluster 1 and Cluster 9 3004985.5 1.4254565352795113e-129
Cluster 2 and Cluster 3 980812.5 0.0
Cluster 2 and Cluster 4 4186.0 0.0
Cluster 2 and Cluster 5 1226653.5 0.0
Cluster 2 and Cluster 6 2215886.5 4.389265495931372e-139
Cluster 2 and Cluster 7 2852862.5 0.10854752103236326
Cluster 2 and Cluster 8 46804.5 0.0
Cluster 2 and Cluster 9 2436011.5 1.4743083021145065e-72
Cluster 3 and Cluster 4 168715.5 0.0
Cluster 3 and Cluster 5 4165888.0 7.813079132628286e-05
Cluster 3 and Cluster 6 6377549.0 2.8594440014565136e-225
Cluster 3 and Cluster 7 6497039.0 0.0
Cluster 3 and Cluster 8 687716.5 0.0
Cluster 3 and Cluster 9 6524869.5 0.0
Cluster 4 and Cluster 5 6286095.5 0.0
Cluster 4 and Cluster 6 6592970.0 0.0
Cluster 4 and Cluster 7 5732644.0 0.0
Cluster 4 and Cluster 8 3944373.0 2.99575401819296e-121
Cluster 4 and Cluster 9 6283392.0 0.0
Cluster 5 and Cluster 6 5994890.5 7.966638790198116e-186
Cluster 5 and Cluster 7 5983657.5 0.0
Cluster 5 and Cluster 8 1177777.5 0.0
Cluster 5 and Cluster 9 6046723.0 4.489732146710449e-272
Cluster 6 and Cluster 7 4815007.5 3.875492668764464e-164
Cluster 6 and Cluster 8 199754.5 0.0
Cluster 6 and Cluster 9 4456505.5 1.9283425110329658e-20
Cluster 7 and Cluster 8 56098.0 0.0
Cluster 7 and Cluster 9 2668694.5 5.394203977960902e-90
Cluster 8 and Cluster 9 6680902.0 0.0
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TABLE XI ’GAATTC’ Tables

(a) Mann-Whitney U tests and Bonferroni correction for
’GAATTC’ (Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 3591163.5 2.708633e-38 True
9 8 5347.0 0.000000e+00 True
9 0 172705.5 0.000000e+00 True
9 6 2279976.0 5.543117e-197 True
9 7 4296707.5 2.144617e-106 True
9 1 5121070.0 7.223132e-160 True
9 3 1079339.5 0.000000e+00 True
9 5 3802901.0 2.034596e-05 True
9 4 55523.0 0.000000e+00 True
2 8 1314.0 0.000000e+00 True
2 0 82564.0 0.000000e+00 True
2 6 1461751.0 6.656768e-306 True
2 7 3066627.0 1.795245e-20 True
2 1 3673605.0 4.349071e-46 True
2 3 623908.0 0.000000e+00 True
2 5 2628716.5 9.947186e-57 True
2 4 31982.5 0.000000e+00 True
8 0 4732527.5 0.000000e+00 True
8 6 7057297.5 0.000000e+00 True
8 7 6191752.0 0.000000e+00 True
8 1 7200948.0 0.000000e+00 True
8 3 7131678.0 0.000000e+00 True
8 5 7182688.5 0.000000e+00 True
8 4 2514552.5 1.633281e-11 True
0 6 6090310.5 0.000000e+00 True
0 7 5819340.0 0.000000e+00 True
0 1 6776878.0 0.000000e+00 True
0 3 5540881.5 2.073570e-274 True
0 5 6506065.0 0.000000e+00 True
0 4 752970.0 0.000000e+00 True
6 7 5830079.0 0.000000e+00 True
6 1 6868129.5 0.000000e+00 True
6 3 2667224.0 9.849296e-153 True
6 5 5671579.5 1.516546e-128 True
6 4 162235.0 0.000000e+00 True
7 1 3766489.0 1.094133e-06 True
7 3 570606.0 0.000000e+00 True
7 5 2642662.5 1.690425e-129 True
7 4 29267.5 0.000000e+00 True
1 3 614575.0 0.000000e+00 True
1 5 2953160.5 1.135968e-185 True
1 4 31501.0 0.000000e+00 True
3 5 7278679.0 0.000000e+00 True
3 4 342916.5 0.000000e+00 True
5 4 96691.5 0.000000e+00 True

(b) Mann-Whitney U Statistic for ’GAATTC’ (Self Made)

Comparison U Statistic P-value
Cluster 0 and Cluster 1 6776878.0 0.0
Cluster 0 and Cluster 2 5202484.0 0.0
Cluster 0 and Cluster 3 5540881.5 2.0735702035072612e-274
Cluster 0 and Cluster 4 752970.0 0.0
Cluster 0 and Cluster 5 6506065.0 0.0
Cluster 0 and Cluster 6 6090310.5 0.0
Cluster 0 and Cluster 7 5819340.0 0.0
Cluster 0 and Cluster 8 1081495.5 0.0
Cluster 0 and Cluster 9 6290193.5 0.0
Cluster 1 and Cluster 2 2872571.0 4.349070873736735e-46
Cluster 1 and Cluster 3 614575.0 0.0
Cluster 1 and Cluster 4 31501.0 0.0
Cluster 1 and Cluster 5 2953160.5 1.1359675530744989e-185
Cluster 1 and Cluster 6 1553374.5 0.0
Cluster 1 and Cluster 7 3525159.0 1.0941334322852506e-06
Cluster 1 and Cluster 8 428.0 0.0
Cluster 1 and Cluster 9 2884018.0 7.22313244547663e-160
Cluster 2 and Cluster 3 623908.0 0.0
Cluster 2 and Cluster 4 31982.5 0.0
Cluster 2 and Cluster 5 2628716.5 9.947186077997436e-57
Cluster 2 and Cluster 6 1461751.0 6.656767900885095e-306
Cluster 2 and Cluster 7 3066627.0 1.7952446209218096e-20
Cluster 2 and Cluster 8 1314.0 0.0
Cluster 2 and Cluster 9 2588588.5 2.7086331494017764e-38
Cluster 3 and Cluster 4 342916.5 0.0
Cluster 3 and Cluster 5 7278679.0 0.0
Cluster 3 and Cluster 6 6072400.0 9.849295504745095e-153
Cluster 3 and Cluster 7 6996482.0 0.0
Cluster 3 and Cluster 8 341728.0 0.0
Cluster 3 and Cluster 9 7228138.5 0.0
Cluster 4 and Cluster 5 6611992.5 0.0
Cluster 4 and Cluster 6 6466229.0 0.0
Cluster 4 and Cluster 7 5709900.5 0.0
Cluster 4 and Cluster 8 3153563.5 1.633281243190368e-11
Cluster 4 and Cluster 9 6245185.0 0.0
Cluster 5 and Cluster 6 2793304.5 1.5165458706733963e-128
Cluster 5 and Cluster 7 4686545.5 1.6904248316043587e-129
Cluster 5 and Cluster 8 55782.5 0.0
Cluster 5 and Cluster 9 4243422.0 2.0345958850291696e-05
Cluster 6 and Cluster 7 5830079.0 0.0
Cluster 6 and Cluster 8 94618.5 0.0
Cluster 6 and Cluster 9 5670132.0 5.543116830742381e-197
Cluster 7 and Cluster 8 640.0 0.0
Cluster 7 and Cluster 9 2586788.5 2.1446169362489658e-106
Cluster 8 and Cluster 9 6792930.0 0.0
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TABLE XII ’CG’Tables

(a) Mann-Whitney U tests and Bonferroni correction for ’CG’
(Self Made)

Cluster_A Cluster_B U_statistic P_value P_value_corrected
9 2 6027772.5 0.000000e+00 True
9 8 1209.0 0.000000e+00 True
9 0 274459.0 0.000000e+00 True
9 6 4395999.5 5.769400e-12 True
9 7 6852394.5 0.000000e+00 True
9 1 7405889.0 0.000000e+00 True
9 3 285737.0 0.000000e+00 True
9 5 898880.0 0.000000e+00 True
9 4 0.0 0.000000e+00 True
2 8 0.0 0.000000e+00 True
2 0 1592.0 0.000000e+00 True
2 6 381179.0 0.000000e+00 True
2 7 3856358.0 5.382252e-108 True
2 1 1720590.0 2.923567e-188 True
2 3 1.0 0.000000e+00 True
2 5 554.0 0.000000e+00 True
2 4 0.0 0.000000e+00 True
8 0 5704421.0 0.000000e+00 True
8 6 7150784.0 0.000000e+00 True
8 7 6192392.0 0.000000e+00 True
8 1 7201376.0 0.000000e+00 True
8 3 7208062.5 0.000000e+00 True
8 5 6860442.0 0.000000e+00 True
8 4 910721.0 0.000000e+00 True
0 6 6503477.0 0.000000e+00 True
0 7 5886665.5 0.000000e+00 True
0 1 6839282.5 0.000000e+00 True
0 3 3320501.0 3.948255e-05 True
0 5 3797622.5 8.738285e-11 True
0 4 661.0 0.000000e+00 True
6 7 7120146.0 0.000000e+00 True
6 1 7250323.0 0.000000e+00 True
6 3 334758.5 0.000000e+00 True
6 5 897207.5 0.000000e+00 True
6 4 0.0 0.000000e+00 True
7 1 765610.5 0.000000e+00 True
7 3 0.0 0.000000e+00 True
7 5 0.0 0.000000e+00 True
7 4 0.0 0.000000e+00 True
1 3 545.5 0.000000e+00 True
1 5 17717.5 0.000000e+00 True
1 4 0.0 0.000000e+00 True
3 5 5117748.0 9.090032e-26 True
3 4 7060.5 0.000000e+00 True
5 4 29304.5 0.000000e+00 True

(b) Mann-Whitney U Statistic for ’CG’ (Self Made)

Comparison U Statistic P-value
Cluster 0 and Cluster 1 6839282.5 0.0
Cluster 0 and Cluster 2 5283456.0 0.0
Cluster 0 and Cluster 3 3320501.0 3.948254917325167e-05
Cluster 0 and Cluster 4 661.0 0.0
Cluster 0 and Cluster 5 3797622.5 8.738284827351792e-11
Cluster 0 and Cluster 6 6503477.0 0.0
Cluster 0 and Cluster 7 5886665.5 0.0
Cluster 0 and Cluster 8 109602.0 0.0
Cluster 0 and Cluster 9 6188440.0 0.0
Cluster 1 and Cluster 2 4825586.0 2.9235670967905904e-188
Cluster 1 and Cluster 3 545.5 0.0
Cluster 1 and Cluster 4 0.0 0.0
Cluster 1 and Cluster 5 17717.5 0.0
Cluster 1 and Cluster 6 1171181.0 0.0
Cluster 1 and Cluster 7 6526037.5 0.0
Cluster 1 and Cluster 8 0.0 0.0
Cluster 1 and Cluster 9 599199.0 0.0
Cluster 2 and Cluster 3 1.0 0.0
Cluster 2 and Cluster 4 0.0 0.0
Cluster 2 and Cluster 5 554.0 0.0
Cluster 2 and Cluster 6 381179.0 0.0
Cluster 2 and Cluster 7 3856358.0 5.3822516983372755e-108
Cluster 2 and Cluster 8 0.0 0.0
Cluster 2 and Cluster 9 151979.5 0.0
Cluster 3 and Cluster 4 7060.5 0.0
Cluster 3 and Cluster 5 5117748.0 9.090031744869921e-26
Cluster 3 and Cluster 6 8404865.5 0.0
Cluster 3 and Cluster 7 7567088.0 0.0
Cluster 3 and Cluster 8 265343.5 0.0
Cluster 3 and Cluster 9 8021741.0 0.0
Cluster 4 and Cluster 5 6679379.5 0.0
Cluster 4 and Cluster 6 6628464.0 0.0
Cluster 4 and Cluster 7 5739168.0 0.0
Cluster 4 and Cluster 8 4757395.0 0.0
Cluster 4 and Cluster 9 6300708.0 0.0
Cluster 5 and Cluster 6 7567676.5 0.0
Cluster 5 and Cluster 7 7329208.0 0.0
Cluster 5 and Cluster 8 378029.0 0.0
Cluster 5 and Cluster 9 7147443.0 0.0
Cluster 6 and Cluster 7 7120146.0 0.0
Cluster 6 and Cluster 8 1132.0 0.0
Cluster 6 and Cluster 9 3554108.5 5.769400480754909e-12
Cluster 7 and Cluster 8 0.0 0.0
Cluster 7 and Cluster 9 31101.5 0.0
Cluster 8 and Cluster 9 6797068.0 0.0
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V. DISCUSSION

Understanding bacterial genomes is easier when we look
at the building blocks of DNA, especially in important areas
like the TATA Box, CAAT Box, initiation codon, and the
EcoRI site (’GAATTC’) and ’AGGAGG.’ These differences
show how bacteria naturally adapt to their environment
and fight other organisms. Specific gene promoter patterns,
such as TATA and CAAT boxes, can alter gene usage,
impacting the survival and energy utilization of bacteria.
Furthermore, differences in the start of gene translation can
change the types of proteins bacteria make, affecting their
growth and ability to cause disease. Changes in the EcoRI
site (’GAATTC’) can help harmful bacteria avoid the body’s
defenses, which are essential for survival. Differences in CpG
islands can lead to changes in gene control and expression.
Bacteria need specific traits to survive in different places. We
can learn how genetic differences lead to various bacteria by
studying these traits. This research could help us find new
ways to fight bacteria and help sick people.

VI. CONCLUSION

The investigation examines how bacteria’s genetic material
differences can help us understand their evolution and biol-
ogy. It found essential variations in genetic patterns among
different groups of bacteria. These differences can help us
understand how bacteria develop resistance, cause disease,
and adapt to various environments. This study improves our
understanding of how bacteria evolve and could lead to
better ways to treat infections and control harmful bacteria.
It emphasizes the importance of using advanced computer
analysis to study the genetic makeup of bacteria and how it
relates to their characteristics.
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