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Abstract—Text-to-SQL is a natural language processing task
focused on translating natural language queries into Structured
Query Language (SQL), aiming to facilitate interaction be-
tween non-technical users and relational databases. Currently,
many existing Text-to-SQL models based on deep learning
methods concentrate on encoding natural language questions
and database schemas, while often neglecting the inclusion
of database instance information. Additionally, these models
are constrained by SQL syntax during the decoding process,
which limits their generalization ability. This paper presents a
Text-to-SQL query parser that integrates database instances
to address these limitations. By incorporating database in-
stance information, both natural language queries and database
schema-instance pairs are represented as graph structures for
encoding. Predefined relationships are utilized to unify the
encoding of natural language questions, database schemas, and
database instances. An instance-aware query parsing method is
then applied during the decoding phase, allowing the model to
fully leverage database instance information when generating
SQL queries, which improves its scalability. The method is
evaluated using the cross-domain Spider dataset, and pre-
trained language models such as GloVe, GAP, and BERT
are employed to enhance model performance. Experimental
results show that the proposed approach significantly improves
prediction accuracy in Text-to-SQL tasks.

Index Terms—text-to-sql, natural language processing, deep
learning, semantic parsing, database query.

1. INTRODUCTION

N recent years, the development of deep learning tech-

niques and the availability of large-scale datasets [1]
have led to the increasing application of deep learning
in the field of natural language processing (NLP), driving
significant technological advancements. Specifically, deep
learning has produced notable results in tasks such as named
entity recognition in Chinese electronic medical records [2]
and dimensionality reduction for Internet of Things (IoT)
intrusion detection systems [3]. These developments have not
only advanced NLP technologies but have also reinvigorated
academic interest in the Text-to-SQL task.

The Text-to-SQL task aims to directly convert natural
language queries into database query languages, which is
essential for understanding the implicit semantics of natu-
ral language. Traditionally, rule-based Text-to-SQL systems
have limitations in capturing the deeper meanings of natural
language and face challenges related to model scalability. In
contrast, recent Text-to-SQL systems based on deep learning
methods, as discussed in [4], have demonstrated the ability
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Fig. 1. Coding and linking issues with existing methods.

to extract more complex semantic information from natural
language, making them a current focus of research.

Today, numerous deep learning-based Text-to-SQL models
have been proposed. Most existing models treat natural
language as a sequence and represent the database schema
as a schema graph during the encoding phase. These models
establish relationships between the natural language query
and the database schema through schema links. Notable
systems employing this encoding approach include RAT-SQL
[5], GNNSQL [6], LEGSQL [7], Proton [8], GASQL [9], and
SADGA [10].

Fig. 1 illustrates the encoding and schema linking process
in an existing model. Given a natural language query, such
as “List students over 20 years of age taught by Professor
Nevo”, and the corresponding database schema, the query
is treated as a sequence, while the database schema is
represented as a directed graph. In this graph, yellow nodes
indicate table names, and green nodes represent column
names. A string matching method or an attention mechanism
is used to establish links between the query and the schema.
However, this method may cause linking errors. For example,
the term “age” in the query is expected to link to the
“age” column in the “student” table, but may also link
to the “age” column in the “Professor” table due to the
reliance on string matching, which creates links to both.
Additionally, important information, such as the number “20”
in the query, is not mapped to the database schema. These
models primarily focus on encoding natural language queries
and database schemas while overlooking database instance
information, resulting in incomplete utilization of available
data.

Inspired by the aforementioned model, this paper incorpo-
rates database instance information during construction and
encodes both natural language queries and database schema-
instance pairs as graph structures. During the schema linking
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Fig. 2. Coding and linking methods for this article.

process, a combination of string matching and attention
mechanisms is used to identify both global and local links
between nodes in the natural language query graph and those
in the database schema-instance graph. This approach helps
identify strong and weak links between natural language
queries and schema instances, effectively reducing structural
discrepancies during the linking process.

As shown in Fig. 2, a purple node is added to the
database schema-instance graph to represent the content of
the database instance. The linking method proposed in this
paper captures not only the weak link between the term “age”
in the natural language query and the “age” column in the
“Professor” table, but also the mapping between the value
“20” in the query and the corresponding database schema-
instance.

Optimization of the existing model at the decoding stage
presents two key challenges. First, when using the Relational
Attention Transformer (RAT) for unified encoding, both
the natural language query and the database schema are
encoded, but the integration of database instance values is
limited. To address this, this paper proposes a multi-feature
fusion method based on RAT, which incorporates relational
information from different features. This method enables
the unified encoding of natural language, database schema,
and database instances. By leveraging the relationships be-
tween these elements, the model’s expressive capability is
enhanced, leading to the generation of more accurate SQL
queries.

Second, during the decoding process of generating SQL
query statements from natural language questions, current
systems focus on generating database tables and columns
while omitting database instance values. At this stage, ex-
isting models do not use intermediate representations; they
generate SQL queries directly from the natural language
input. Systems such as IRNet [11] and RAT-SQL [5] follow
this approach. As a result, these models cannot generate
queries that are independent of a specific database query
language and are subject to the constraints of SQL syntax,
which limits their generalization and scalability. To address
this issue, this paper employs abstract syntax trees (ASTs)

as intermediate representations for generating SQL queries
rather than directly translating natural language into SQL.
This method decouples the generated queries from specific
database query languages and reduces the limitations im-
posed by SQL syntax. In addition, because ASTs possess
a degree of universality and scalability, they can be con-
verted and applied across different database query languages,
thereby enhancing the model’s generalization and scalability.

The main contributions of this paper are as follows:

o A Text-to-SQL graph mapping model is proposed,
which integrates database instance information. By en-
coding natural language questions and database schema
instances as a graph structure, the model fully leverages
instance data, improving both accuracy and generaliza-
tion.

o A multi-feature fusion method based on the Relational
Attention Transformer (RAT) is introduced, which uni-
fies the encoding of natural language questions, database
schemas, and instances, treating them as a whole.

o An instance-aware query parsing method is presented,
using an abstract syntax tree as an intermediate rep-
resentation for generating SQL query statements. This
approach mitigates the limitations of directly generating
SQL from natural language, enhancing both the gener-
alization and scalability of the model.

II. RELATED WORK

Recent developments in deep learning have led to the
creation of many cross-domain Text-to-SQL systems de-
signed to address the challenges of user access to databases
[12]. Although notable advancements have been made in
optimizing both the encoding and decoding stages, current
Text-to-SQL tasks continue to face challenges due to the
inherent complexity and diversity of natural language [13].

RAT-SQL [5] introduces a unified encoding mechanism
to improve the joint representation of questions and patterns.
LGESQL [7] employs line graphs to update edge features in
heterogeneous graphs for Text-to-SQL, focusing on both lo-
cal and non-local, dynamic, and static edge features. SADGA
[10] utilizes a unified dual-graph framework for queries
and database schemas, incorporating a structure-aware graph
aggregation mechanism to effectively capture global and
local structural information in the query-schema links.

IRNet [11] utilizes a string-matching strategy to separately
encode queries and patterns using LSTM, then decodes ab-
stract intermediate representations (IR). BRIDGE [14] seri-
alizes queries and patterns into tagged sequences, leveraging
BERT [15] and database content to capture query-pattern
links. SmBoP [16] introduces the first semi-autoregressive
bottom-up semantic parser for the Text-to-SQL decoding
stage.

Graph encoders have been widely used in the cross-domain
Text-to-SQL field. Literature [6] first introduced graph neural
networks (GNNSs) to encode database schemas, while Global-
GNN [17] applied GNNs to soft-select subsets of tables and
columns for query generation. ShadowGNN [18] proposed
a graph projection neural network (GPNN) to abstract the
representation of queries and database schemas using a
simple attention mechanism.

Most of these models treat natural language queries as
sequences and database schemas as graph structures. To
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capture more semantic information from natural language
queries and reduce the gap between query sequences and
schema graphs, this paper constructs natural language queries
as graph structures. Additionally, existing models typically
focus only on schema information, such as tables and
columns, without fully utilizing the instance data within the
database. To extract more relevant information, this paper
represents database schema instances as graphs.

Based on this, the paper proposes a Text-to-SQL graph
mapping method that integrates both schema and instance
data, allowing for richer semantic information extraction.
To further enhance encoding, a unified method based on
the Relational Attention Transformer (RAT) is introduced,
encoding natural language queries, database schemas, and
instance data together. During decoding, abstract syntax trees
are used as intermediate representations to overcome SQL
syntax limitations and generate SQL queries.

I1II. METHOD
A. Method overview

This paper presents a Text-to-SQL query parser that in-
corporates database instances, employing a classic encoder-
decoder architecture. The framework consists of three main
components: a Text-to-SQL graph mapping module, a multi-
feature fusion module based on the Relational Attention
Transformer (RAT), and a query parsing module, as shown
in Fig. 3.

The Text-to-SQL graph mapping module consists of
three submodules: graph construction, graph encoding, and
graph mapping. First, natural language queries and database
schema instances are converted into graph structures. Then, a
Gated Graph Neural Network (GGNN) [19] is used to encode
both graphs. Finally, the mapping relationships between the
nodes in the natural language graph and the database table
names, column names, and instance values are established,
resulting in node representations for both graphs.

The multi-feature fusion module based on RAT integrates
the encoding of natural language queries, database schema,
and database instances. Finally, the instance-aware query
parsing module generates more accurate SQL queries by
emphasizing the decoding of database instance values during
output, ensuring that the generated SQL queries include the
relevant instance information.

B. Instance-integrated text-to-sql graph mapping model

1) Graph Construction: First, a question graph is con-
structed for natural language queries based on predefined
relationships between query terms. Next, a schema graph
is built to represent the relationships between tables and
columns in the database schema. Since database instance
values are discrete, the most relevant instance values to the
natural language query are selected and extracted to form a
database instance graph. Finally, these instance values are
integrated into the schema graph to establish a schema-
instance relationship graph.

The natural language query is represented as a graph
Go(Q, R,),where the node set () represents the words in the
query, and the set R, denotes the dependency relationships
between the words, with ¢ representing the dependency
between ¢; and g;.

As shown in Fig. 4, in this natural language query, the
word “taught” has a first-order word distance relationship
with “age” and “by”, meaning these words are adjacent.
Similarly, “taught” has a second-order word distance rela-
tionship with “of” and “Professor”, indicating that there is
one word between them. The relationship between “taught”
and “student” is identified using the StanfordCoreNLP [20],
specifically referring to students who have been taught,
functioning as a modifier in a relative clause.

The database schema graph is constructed by representing
table and column names as nodes, with edges defined by
their relationships in the schema. The schema is formalized
as G5 = (S, Rs), where the node set S consists of table and
column names. Columns are denoted as C' = {cy,...,¢||}
and tables as T" = {t1,...,t)}, where each column ¢;
comprises words ¢; 1, ..., C; |¢,|, and each table ¢; comprises
words t;.1, . - ., 1; j1,|- The set R defines the relationships be-
tween table and column names, with a total of six predefined
relationships existing between them [10].

Fig. 5 illustrates the process of constructing a database
schema diagram. In this example, we focus on the column
“professor_id”. In the “Student” table, the column “profes-
sor_id” shares a same-table matching relationship with the
columns “name” and “age”. Specifically, the “Student” table
and the “professor_id” column are in a table-column match-
ing relationship, meaning that the “professor_id” column
belongs to the “Student” table. Additionally, since both the
“Student” and “Professor” tables contain the “professor_id”
column, they form a primary-foreign key relationship.

In the database, instance values are fixed and discrete,
lacking inherent relationships with each other. To address
this, an embedding neural network is employed to identify
the instance values most relevant to the natural language
query. First, the data in the database is processed and
encoded using one-hot vectors. During training, labels are
used to obtain the specific encoding of the database instance
values. The one-hot vector representation is then mapped
to a continuous vector representation through an embedding
layer, as shown in formula (1).

Vector,, = embedding (X;) (1)

Among them, X, represents the one-hot vector representa-
tion of the instance value at the current time ¢, and Vector,
represents the vector representation of the current instance
value. The final instance values are selected and embedded
into the database schema through this mapping relationship.

2) Graph coding: After constructing the question rela-
tionship graph and the database model-instance relationship
graph, a neural network with a gated recurrent unit, namely
GGNN [19], is used to encode the nodes in the graph.
GGNN is based on GRU [21] and enables the transmission
of information within the graph. It primarily relies on edge
transmission features and supports multiple edge types, al-
lowing information to be transmitted between two nodes on
an edge. In each time step, it constructs the input and output
edge feature matrices to connect the features obtained from
all edge types. The gated graph module is then used to update
the current feature representation, and the output features are
finally calculated.

Given a graph G (V,E,T), where v; € V represents
the set of nodes, E represents a directed labeled edge
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Fig. 4. Overview of the proposed model.

(vs, T, vq), with vy as the source node, vy as the target node,
and T as the edge type. The encoding process consists of
two stages: aggregating information and updating the node
representations.

First, the representations of the neighboring nodes of the
i-th node, h,(clfl), are aggregated. The specific calculation is
shown in formula (2), where W; and b; are the trainable
parameters for each edge type t.

(=3 3 (win{ ™ +)

teT (i,k)EE:

2)

Secondly, the aggregate vector fi(l) is input to the GRU
layer to update the representation of the node hl(-lfl) from the

© O

1-step dependency

OO

b

2-step dependency

parsing dependency |,

previous step. The specific calculation is shown in formula

Q).

L") = GRU (hgl‘”, f}”) 3)

The advantage of GGNN is its ability to capture global
semantic information and process any graph data, making it
highly applicable to Text-to-SQL tasks. Compared to tradi-
tional sequence models, GGNN is more effective in capturing
semantic information from natural language queries and
integrating it with database schema and instance data to
generate more accurate SQL queries.

3) Graph mapping: The graph mapping method aggre-
gates information from the database model-instance relation-
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ship graph and the natural language question graph into a
unified graph. This method enables the extraction of mapping
information between the question graph Gg and the database
model-instance graph Gg. The specific mapping process is
described by formulas (4) and (5). In this approach, the
G graph is used to update the G graph, and vice versa,
the G graph can be used to update the G's graph. This
paper demonstrates the implementation of the graph mapping
method by using the G's graph to update the G graph.

Gg“p = GraphMap (Gg,Gs) 4)

Gg/f“p = GraphMap (G5, Gg) ®)

The embedded nodes in the natural language question
graph are denoted as h!, and the embedded nodes in the
database schema-instance graph are denoted as hé?. These are
vector representations obtained after dual-graph encoding.
The graph mapping method updates the question graph using
both global and local information from the nodes in the
database schema-instance graph. The update process involves
applying global average pooling to the node representation
h? in the question graph to obtain the global embedding
representation hgl ob- Subsequently, to incorporate globally
relevant information, the node embedding h;? in the database
schema-instance graph is updated, as described by formulas
(6), (7), and (8).

1 m
hf,zob = m Z h? (6)
1=1
_ qg T k
e =0 (14, W,nk) 7)
hf =(1—ey) quhglob + ejkah? ®)

Where Wy, Wy, and W, are trainable parameters, 6 is
the sigmoid function, and e; represents the correlation score
between the node in the j-th pattern-instance graph and the
global query graph.

In the global linking process, each node in the problem
graph evaluates the link score with nodes in the database
schema-instance graph, represented by the global attention
score «; ;. This score is computed by assessing the similarity

' Construction of database schema graph:
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between the node embedding h in the problem graph and the
node embedding h;?' in the database schema-instance graph.
The specific calculation procedure is outlined in formula (9).

@ ; = softmax; {a (h?Wq (h¥ + RE)T)} 9)

Where o is a nonlinear activation function, and Rg
represents the relationship feature of the pre-defined database
pattern-instance graph between the i-th problem node and the
j-th pattern-instance node.

In the local linking process, each node in the prob-
lem graph evaluates the link score between itself and the
neighboring nodes in the database schema-instance graph,
represented by the local attention score 3; ;.. This score is
computed by assessing the similarity between the ¢-th node
in the problem graph and the ¢-th neighboring node of the j-
th node in the database schema-instance graph. The detailed
calculation procedure is provided in formula (10).

B: ;.1 = softmax {a (thnq (hk + Rfj)T)} (t € N;)
(10)
Among them, N; represents the set of neighboring nodes
of the j-th node, and hf is the vector representation of the
t-th neighboring node of the pattern-instance graph.

C. Multi-feature fusion method based on RAT

In the multi-feature fusion method based on RAT, the RAT
framework is used to learn a unified representation from
three inputs: natural language queries, database schemas, and
database instances. RAT, an extension of the Transformer
model proposed by Vaswani et al. [5], incorporates prede-
fined relationships into the self-attention mechanism. This
enhancement allows the framework to integrate information
from the graph mapping module, unifying the representations
of natural language queries and database schema instances.
The method combines these embedding representations and
processes them through a multi-layer RAT neural network to
achieve the fusion of the three features.

Given a set of inputs X = {xi}?:p where z; € R9, Tij
represents the relationship between any two elements x; and
x; in the input set X. The RAT layer consists of H head
attentions, and each self-attention layer operates on the input
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sequence z;. Each information update transformation with
respect to the relationship of x; is represented as y;.

In Text-to-SQL parsing, if certain relationships between
inputs are known in advance, it is desired that the encoder
prioritize them during encoding. Therefore, this paper pro-
poses an encoding method that incorporates known relation-
ships into the attention mechanism, as shown in formulas
(11) and (12).

egf):xiw,(j)( W 4K )T (11)
Za(h) (xWh)+r ) (12)

The term r;; encodes the known relationship between two
elements in the input. To obtain a unified encoding of the
entire input graph and the question, this paper proposes
the use of a relation-aware self-attention mechanism. The
encoder’s input consists of the joint representation of all
nodes in the graph, including the table, column, value,
and question. At each layer, self-attention is applied to all
elements of the input graph to generate a new contextual
representation that integrates the question terms with the
database structure.

D. Instance-aware query parsing method

The instance-aware query parsing method uses a tree
structure system [22] for decoding. This process translates
the SQL query into an abstract syntax tree using a depth-
first traversal order. Initially, the operation sequence of the
abstract syntax tree is generated using LSTM [23]. Subse-
quently, the abstract syntax tree is converted into a sequential
SQL query.

For input, the decoder receives the final representations of
the question words, database table names, column names, and
values from the RAT encoder. It has two output actions: first,
it can expand the last generated node using the APPLYRULE
grammar rule, which involves appending nodes to the derived
abstract syntax tree (AST). Second, it selects a column,
table, or value from the schema when finalizing a leaf node,
corresponding to SELECTCOLUMN, SELECTTABLE, and
SELECTVALUE. The goal of the decoder is to produce a
series of rules that generate the SQL abstract syntax tree.

The probability of generating an abstract syntax tree is
shown in formula (13).

Pr(P | h) =[] Pr(Rule; | Rulec;,h)  (13)
t

Where P represents the SQL statement corresponding to
the final generated abstract syntax tree, h = [h9, ht, h®, h"]
represents the final encoding of the natural language problem
and the database schema-instance, Rule; is the rule gener-
ated at time ¢, and Rule., represents all the rules before
time ¢.

To select the table/column rule, the alignment matrices
MT, M, and MV between the entity (problem word, table,
column, value) and the table, column, and value are con-
structed. The relation-aware self-attention mechanism is then
used as the pointer mechanism. The detailed implementation
process is shown in formulas (14), (15), and (16).

—T T ~ ~—T
M, = hiWh (0W) ", M;; = softmax; { M, }

(14)

M, = hiW (n5W5)", M, = softmax; { My, |

15)

—V v oo \T  wF —V
M, = hiWo (0 Wi) ", M = softmax; {M;, |
(16)
Where MT ¢ RUalFIt+leD X[t prC c RUal+It+lel) <l
and MV e RUdlHIE+HeDxIv Finally, the score for the j-
th column/table/value is calculated. The specific calculation

process is shown in formulas (17) to (19).

lal+¢[+lcl
Pr(Rule; = Table[j] | Rule<y,h) = Y a;M];
i=1
a7
lal+[¢]+]e]
Pr (Rule; = Column[j] | Rule<s, h) = Z a,;ij
) (18)
lal+¢+1e]
Pr (Rule; = Value[j] | Rule<y, h) = Z ;MY
i=1
19)
IV. EXPERIMENTS
A. Dataset

The Spider [24] dataset is the most widely used and chal-
lenging cross-domain Text-to-SQL benchmark. It is divided
into three subsets: the training set, the development set, and
the test set. The training set consists of 146 databases and
contains 8,659 examples; the development set includes 20
databases with 1,034 examples; and the test set consists of
40 databases with 2,147 examples. The official Spider test set
has not been released for evaluation, making it unavailable
for direct benchmarking. However, the Spider dataset enables
transfer learning by allowing Text-to-SQL systems to train on
queries against the databases in the training set and evaluate
their performance on queries against unseen databases in the
development set.

B. Metrics

The exact match rate [25] is defined as the percentage of
cases where the predicted SQL statement exactly matches
the reference SQL statement. This metric measures whether
the predicted query is identical to the ground truth query. It
evaluates only the database schema, without considering the
underlying data. The specific calculation method is shown in
formula (20).

Problems predicting success

20
All questions (20)

Accgm =
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C. Embedding Initialization

To enhance the robustness of the model, this paper initial-
izes the embeddings for tables, columns, values, and natural
language question words using pre-training methods. Among
the embedding methods, GloVe is the most commonly used
for initialization. For pre-trained language models, BERT is
the most widely adopted embedding initialization method,
specifically utilizing two models: BERT-base and BERT-
large. Additionally, some pre-trained language models are
specialized for specific fields, such as GAP, which leverages
prior Text-to-SQL knowledge more effectively. Therefore,
this paper employs four pre-training methods—GloVe, GAP,
BERT-base, and BERT-large in the experiments.

D. Implementation

In the experimental parameter settings, the batch size is set
to 20, the initial learning rate to 7 X 10~%, and the maximum
number of steps to 4,000. The Adam optimizer with default
hyperparameters is used. For BERT configurations, a separate
learning rate of 3 x 1079 is applied for fine-tuning, the initial
learning rate is adjusted to 2 x 10~%, and the maximum num-
ber of training steps is increased to 90,000. All other settings
remain unchanged and follow the original configurations.

E. Results

Table I presents the experimental results of the exact match
between our model and other benchmark models on the
Spider development and test sets.

As shown in Table I, without using any language pre-
training model, the model proposed in this paper outperforms
the RATSQL model, which only considers pattern links, by
2.1%; the GASQL model by 1.2%; the ValueNet model,
which focuses only on instance value generation, by 2.8%;
and the SADGA model, which considers both pattern links
and instance value generation, by 0.1% in the Spider devel-
opment set. The experiments demonstrate that the Text-to-
SQL graph mapping model with integrated instances and the
RAT-based instance-aware query parsing model proposed in
this paper effectively improve the accuracy of Text-to-SQL
tasks.

TABLE I
ACCURACY RESULTS ON THE SPIDER DEVELOPMENT SET AND TEST
SET (%)
Model Dev Test
GNN 40.7 39.4
Global-GNN 52.7 474
IRNet 53.2 46.7
RAT-SQL 62.7 57.2
GASQL 63.6 58.5
ValueNet 62.0 -
SADGA 64.7 -
Ours 64.8 -

The comparative experimental results presented in Fig. 6,
Fig. 7, and Fig. 8 show that the Text-to-SQL query parser
model developed in this study effectively predicts correct
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Fig. 6.  Experimental results using GAP augmentation on the Spider
development and test set (%).
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Fig. 7. Experimental results using BERT-base enhancements on the Spider
development set (%).

SQL query statements. The model outperforms other bench-
mark models when enhanced with GloVe, BERT-base, and
BERT-large pre-trained language models. Specifically, with
GAP enhancement, the model achieves an accuracy of
73.2%, which is 1.4% higher than RATSQL and 0.1% higher
than the SADGA experiment. Additionally, on the Spider test
set, the model demonstrates compatibility with BERT-large
and GAP models, confirming its effectiveness in improving
Text-to-SQL tasks.

V. CONCLUSION

This paper presents a Text-to-SQL query parser that in-
tegrates database instance content with a neural semantic
parser. By utilizing database instance information and em-
ploying a relation-aware self-attention mechanism, the ap-
proach achieves effective fusion encoding of natural language
questions and database schema-instance graphs. This method
improves the model’s accuracy and generalization capabil-
ities. Additionally, a stack-based decoder and an abstract
syntax tree are used to generate SQL query statements,
further enhancing the model’s precision. Future work will
explore the application of transfer learning techniques to
enable the model to adapt across different domains.

Volume 52, Issue 6, June 2025, Pages 1764-1771



TAENG International Journal of Computer Science

Acc(%)

72
70
GASQLSADGA Ours
68
RATSQL
66
m |[RNet+BERT-large
64 RATSQL+BERT-large
62 GASQL+BERT-large
SADGA+BERT-large
60 m Ours+BERT-large
58
IRNet
56
54
Dev Test

Fig. 8. Experimental results using BERT-large enhancements on the Spider
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