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Abstract—This study proposes an advanced foreign object
detection system for power lines, integrating DeepLabv3+
with large language models (LLMs) to enhance both image
segmentation and semantic understanding. Unlike traditional
detection methods, our approach not only identifies foreign
objects but also provides detailed textual descriptions, enabling
maintenance personnel to make informed decisions. Experi-
mental results demonstrate that our method improves overall
accuracy from 94.34% to 94.75%, effectively reduces false
positive rates, and maintains high detection precision. This
hybrid approach significantly enhances operational efficiency,
particularly in resource-constrained environments, and provides
a scalable solution for intelligent power system maintenance.

Index Terms—Large language model (LLM), Deeplabv3+,
Semantic segmentation, Risk assessment, Image processing,
Feature extraction.

I. INTRODUCTION

POWER transmission towers serve as essential infras-
tructure for the stable operation of power grids, acting

as both structural supports and junctions for transmission
lines. In modern smart grids, shared towers that integrate 5G
base stations further extend their role into communication
networks. However, continuous exposure to harsh outdoor
environments makes these towers vulnerable to various po-
tential faults and external interferences, posing significant
risks to the reliability of both power and communication
systems. Ensuring their operational safety is therefore a
critical challenge in power system maintenance.

Traditional inspection methods—including manual inspec-
tions [1], helicopter-based monitoring [2], drone surveys [3],
and online video surveillance [4]—are often inefficient and
suffer from high false positive rates, making them inadequate
for modern power system maintenance. Moreover, these
methods struggle to adapt to complex real-world conditions,
where real-time and high-precision detection is essential
for ensuring system reliability.However, relying solely on
manual inspections is increasingly inadequate for modern
power system maintenance due to the high demand for
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human and material resources, as well as lack of timeli-
ness. Sun et al [5] proposed a combined inspection model
using drones and manual efforts, significantly reducing labor
consumption. Jiang et al [6] demonstrated that helicopter
inspections are highly effective in extracting transmission
lines from complex backgrounds, thus fulfilling circuit in-
spection needs. Meng et al [7] designed an automatic trans-
mission line inspection system based on drone imagery. This
system autonomously adjusts the drone’s flight path and
utilizes visual algorithms and convolutional neural networks
(CNNs) to detect line defects, employing the ELU nonlinear
activation function for automated inspections. Jin et al [8]
applied machine vision technology to capture stereo images
of high-voltage transmission lines and calculate the disparity
to derive ice thickness, enabling real-time monitoring of ice
accumulation on transmission lines.

In the domain of power transmission system safety, Zongqi
et al [9] proposed an image recognition technique based
on the YOLOv2 network, leveraging its powerful learning
capabilities for accurate detection of transmission line equip-
ment. Gulzar et al [10] designed a mobile robot capable
of traveling along overhead transmission lines under live
conditions, equipped with a camera to inspect and transmit
data back to the ground. Faiyaz et al [11] proposed an
autonomous visual detection method utilizing deep learning,
with aerial images captured by drones as the primary data
source. Their approach addresses challenges such as limited
training data and insulator defect detection.

With the continuous expansion and upgrade of power
systems, ensuring the safety and stability of transmission
lines has become one of the foremost concerns within
the power industry. The integration of advanced inspection
technologies, including drone-based systems, deep learning,
and machine vision, has paved the way for more efficient
and accurate monitoring, offering promising solutions for the
future of power transmission safety.

Foreign objects on power towers, such as bird nests,
kites, and plastic bags, represent significant threats to the
reliable operation of power systems. These objects can cause
line failures or even lead to severe safety hazards, such
as fires. Therefore, the timely and accurate detection of
foreign objects on power towers is essential for maintaining
the safety of the power grid. Traditional detection methods,
such as manual inspections or automated techniques based
on basic image processing [12][13], often face challenges
such as low efficiency, high false-positive rates, and diffi-
culty in handling diverse and complex scenarios. With the
rapid advancement of deep learning and computer vision
technologies [14][15][16], large language models (LLMs)
have shown considerable potential for image recognition,
offering significant advantages in extracting complex features
and deep semantic information [21].
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Fig. 1. Deeplabv3+structure diagram

This study proposes a novel foreign object detection
framework that integrates the advanced feature extraction
capabilities of large-scale language models (LLMs) with
the high-precision segmentation power of DeepLabv3+. By
combining deep semantic understanding with detailed image
segmentation, this system aims to improve the efficiency,
accuracy, and interpretability of power tower foreign object
detection. By leveraging the strengths of large-scale models
in extracting complex scene features and deep semantic
information, along with the accuracy and multi-scale in-
formationfusion capabilities of DeepLabv3+[17] in semantic
segmentation, the system can effectively detect and classify
foreign objects on and around power towers. Through the
training and optimization of neural network models, the
system not only automates the detection of foreign objects
but also accurately identiffes their types, shapes, and loca-
tions. This approach is designed to address the challenges of
foreign object detection in complex environments, providing
support for routine maintenance of power systems and rapid
response to abnormal situations. The system’s[18][19][20]
efffciency and precision signiffcantly enhance the operational
performance of power systems, reduce the risk of failures
caused by foreign object interference, and lower the cost and
difffculty of manual inspections, thereby providing critical
technical support for the intelligent development of the power
industry.

II. METHODS FOR POWER TOWER FOREIGN
OBJECT DETECTIO

A. Deeplabv3+ Algorithm

DeepLabv3+ is a semantic segmentation model that com-
bines deep convolutional networks with dilated convolutions
to capture multi-scale context information, making it highly
efficient for small object detection and complex scenarios
like foreign object detection on power lines. As the latest
version in the DeepLab series, it combines the strengths of

deep convolutional networks with dilated convolutions. The
model introduces an Atrous Spatial Pyramid Pooling (ASPP)
module and a decoder module, which together enable the
model to capture multi-scale context information, improving
performance and effectively mitigating the issue of inconsis-
tent object scales in segmentation tasks.

Figure 1 Explanation:
(a) This illustrates one of the core modules of

DeepLabv3+, known as the Spatial Pyramid Pooling (SPP)
module. The SPP module extracts multi-scale information
from images by applying parallel convolutional kernels of
varying sizes (with different receptive fields), allowing the
model to capture global semantic information. As shown
in the figure, multiple convolutional kernels are applied
in parallel to the input feature map. After processing, the
feature maps at different scales are combined to form a more
comprehensive feature map that incorporates global infor-
mation. The final feature map undergoes 8x downsampling
to generate the prediction results. This structure excels at
capturing multi-scale information in images, though it may
lack precision in segmenting fine object boundaries.

(b) The encoder-decoder structure is a key enhancement
in DeepLabv3+, significantly improving segmentation per-
formance. The encoder progressively downsamples the input
image to extract rich semantic information, while the decoder
performs stepwise upsampling, gradually restoring the image
to a higher resolution. This iterative upsampling process in
the decoder allows the model to capture finer object details,
particularly at the boundaries. The encoder-decoder structure
effectively preserves semantic information while enhancing
object boundary precision, resulting in more refined segmen-
tation outcomes.

(c) This depicts the modified version of DeepLabv3+
with Atrous Convolution. This structure employs atrous (or
dilated) convolution for feature extraction, expanding the
receptive field without increasing computational complexity.
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Fig. 2. MobileNet-V2 architecture diagram

Atrous convolution enables the model to extract features
over a larger area while maintaining high resolution. This
version also integrates the Spatial Pyramid Pooling (SPP)
module, further enhancing the model’s ability to extract
multi-scale information. The segmentation prediction is pro-
duced through 4x downsampling, striking a balance between
accurate boundary detection and the extraction of global
semantic information.

DeepLabv3+ utilizes an encoder-decoder architecture,
where the encoder’s deep convolutional neural network
(DCNN) part can be tailored to meet specific task re-
quirements. For this study, the focus is on ensuring both
efficiency and accuracy in system performance. Therefore, I
have implemented MobileNet as the encoder backbone due
to its lightweight and efficient design. The architecture and
adjustments are optimized to meet the specific demands of
the current task.

MobileNet is a highly efficient image classification model
developed by Sandler et al., designed to minimize computa-
tional cost. MobileNet comes in three versions: MobileNet-
V1, MobileNet-V2, and MobileNet-V3.

In this study, MobileNet-V2 is selected as one of the pre-
trained models for transfer learning. MobileNet-V2 is the
smallest model trained on the ImageNet dataset and has
the second-fastest GPU processing time, surpassed only by
MobileNet-V1. MobileNet-V2 consists of two stride-1 resid-
ual blocks and a second block with a stride of 2. Each block
contains three layers: a 1×1 pointwise convolution layer, a
depthwise convolution layer, and a 1×1 linear convolution
layer, all activated by ReLU6. The architecture of MobileNet-
V2 is shown in Figure 2.

DeeplabV3+ is a convolutional neural network architecture
developed by the Google research team for image semantic
segmentation. Its core feature is the use of the Atrous Spatial
Pyramid Pooling (ASPP) module, which captures multi-scale
contextual information to improve the recognition of object
boundaries and small objects. Additionally, DeeplabV3+

incorporates a decoder structure to further enhance the accu-
racy of segmentation results. The overall architecture of the
DeeplabV3+ network is illustrated in Figure 3.

The structure of DeeplabV3+ follows an encoder-decoder
architecture. In the encoder, the input image undergoes down-
sampling through the backbone network, producing high-
level semantic feature maps. These feature maps are then
passed to the ASPP module, which consists of three atrous
convolutions with rates of 6, 12, and 18, a 1×1 convolu-
tion, and a global average pooling layer. The resulting five
feature maps are concatenated along the channel dimension,
completing the multi-scale sampling process. A subsequent
1×1 convolution is applied to reduce the number of channels.

In the decoder, the low-level semantic feature maps ob-
tained from 4x downsampling in the backbone network are
first processed by a 1×1 convolution to reduce the number
of channels. These feature maps are then concatenated with
the upsampled feature maps from the encoder, which merges
low-level and high-level semantic information. This fusion
enhances the network’s ability to segment objects accurately.
The fused features undergo further processing with a 3×3
convolution, followed by another 4x upsampling to produce
the final predicted segmentation map.

B. Model Compression

In this study, the Taylor pruning method is used as the core
model compression technique to optimize the performance
of the deep learning model. Taylor pruning leverages Taylor
series expansion to estimate the impact of each channel or
weight in a neural network on the final output. Specifically, it
assumes that the network’s output f(x) can be expressed as a
function of the network weights W, and under the condition
of maintaining performance, it removes weights or channels
that have minimal impact on the output.

The implementation of Taylor pruning follows a system-
atic process. First, for each convolutional kernel or channel,
we calculate the gradient of the network output f(x) with
respect to that weight W using backpropagation. This gra-
dient represents the degree of influence that weight has on
the output. We use the first-order approximation of the Taylor
series expansion to estimate the contribution of each channel
or weight to the loss function. The estimation formula is:

∆L ≈
∣∣∣∣ ∂L∂W

·W
∣∣∣∣ (1)

where ∂L
∂W represents the gradient of the loss with respect

to the weight, and W is the current weight value. This
calculation yields an approximation of how much the loss
would change if the weight were removed.

Based on these estimated values, we calculate an impor-
tance score for each channel or convolutional kernel. We
then sort these scores in ascending order and select channels
or kernels with lower scores for pruning, as their impact
on the model’s output is minimal. In our implementation,
we examined different pruning ratios (15%, 25%, and 40%)
and determined that a 25% pruning ratio offered the opti-
mal balance between model size reduction and performance
preservation.

After pruning, the network usually experiences a tempo-
rary decrease in accuracy. We address this issue by fine-
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Fig. 3. DeepLabV3+Network Architecture Diagram

tuning the process to restore and optimize its performance
on specific task datasets.

Taylor pruning offers several advantages over traditional
sparsity-based or weight magnitude-based methods:

1) It directly leverages gradient information to assess the
importance of channels or weights without requiring complex
pre-training or evaluation steps.

2) It can be applied to different layers and types of weights,
offering good flexibility.

3) It provides a theoretical basis for the pruning process,
making it more systematic and well-founded.

In our experimental evaluation, we found that Taylor
pruning not only significantly reduced the number of models,
but also maintained comparable detection performance after
pruning, while significantly reducing computational require-
ments, making it very suitable for deployment in resource
constrained power system monitoring environments.

C. Power Tower Foreign Object Detection System

In this study, we propose a power line foreign object
detection system based on multi-model fusion to efficiently
detect and classify potential hazards on power towers. The
system primarily consists of two core components: a large
language model and the DeepLabv3+ semantic segmentation
model. These two components work collaboratively through
innovative feature complementarity and information fusion
mechanisms, overcoming the limitations of single-model
approaches.

The system workflow is as follows: First, the system
leverages the powerful text generation capabilities of the
large language model to perform an initial analysis and
description of the input power tower image. The large
language model can identify important features in the image
amidst complex backgrounds and generate detailed descrip-
tions. This process helps in identifying potential hazards
and marking them within the image. The analysis provided
by the large language model offers contextual information,
which aids subsequent processing, particularly in identifying

potential locations or abnormal areas where foreign objects
may be present. This description forms the foundation for
the following image processing steps.

Simultaneously, the image is passed to the DeepLabv3+
semantic segmentation model. DeepLabv3+ is a robust se-
mantic segmentation network that excels in complex scenar-
ios, performing detailed segmentation of input images and
accurately locating foreign objects on power towers. Through
semantic segmentation, DeepLabv3+ divides the image into
distinct regions, categorizing them as tower structures, back-
ground, and various foreign objects (e.g., bird nests, kites,
plastic bags). This process allows the system to precisely
determine the shape, location, and size of foreign objects,
providing essential data for subsequent risk assessment and
mitigation efforts.

In the overall system, the large language model and the
DeepLabv3+ semantic segmentation model complement each
other: the descriptions generated by the large language model
serve as a reference for identifying potential foreign objects,
while DeepLabv3+ performs refined detection and segmenta-
tion. This dual-model fusion approach enhances the system’s
accuracy in detecting foreign objects on power towers and
significantly reduces false-positive rates. In practice, this
approach enables the system to maintain both high efficiency
and accuracy when dealing with complex backgrounds and
diverse scenarios.

III. EXPERIMENTAL STUDIES

A. Evaluation Metrics

We comprehensively evaluated the performance of our pro-
posed foreign object detection system using four widely-used
metrics: Mean Intersection over Union (mIoU), Precision,
Mean Pixel Accuracy (MPA), and Recall. These metrics were
carefully selected to provide a thorough assessment of the
model’s performance in detecting various types of foreign
objects across different scenarios and environmental con-
ditions. Our ablation experiments compared the standalone
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DeepLabv3+ model with our integrated approach combining
DeepLabv3+ and large language models. Additionally, we
benchmarked our method against traditional approaches such
as manual inspection and basic image processing methods,
demonstrating superior performance in terms of both preci-
sion and recall. Below are the evaluation metrics along with
their principles and formulas:

1) Mean Intersection over Union (mIoU)
mIoU is an important metric for measuring the perfor-

mance of semantic segmentation models, representing the
prediction accuracy for each class. It is calculated by com-
paring the overlap between the predicted and ground truth
regions with their union.

For each class i , the formula for mIoU is:

IoUi =
TPi

TPi + FPi + FNi
(2)

Where: TPi (True Positive): The number of pixels cor-
rectly predicted as class i, FPi (False Positive): The number
of pixels incorrectly predicted as class i, FNi (False Neg-
ative): The number of pixels that actually belong to class i
but were not predicted as such.

The mIoU is calculated as the average IoU value across
all classes:

mIoU =
1

N

N∑
i=1

IoUi (3)

Where N is the total number of classes.
2) Precision
Precision is a metric used to measure the accuracy of

the model’s predictions, representing the proportion of true
positive samples among those predicted as positive. A higher
precision indicates that a larger proportion of the model’s
positive predictions are correct.

Precision =
TP

TP + FP
(4)

3) Mean Pixel Accuracy (MPA)
Mean Pixel Accuracy (MPA) is an important evaluation

metric in semantic segmentation tasks, measuring the accu-
racy of the model in classifying each pixel. The calculation of
MPA is based on the confusion matrix, which is an N times
N matrix where N is the number of classes. Each element ij
in the confusion matrix represents the number of pixels that
actually belong to class i but are predicted as class j.

Table 1 Dataset Division
Data set Nest Balloon Kite Rubbish
Training set 90 90 90 90
Test set 10 10 10 10
Summary 100 100 100 100

MPA =
1

N

N∑
i=1

TPi

TPi + FPi
(5)

MPA is the average pixel accuracy across all classes,
reflecting the model’s average classification performance
over all categories. The higher the MPA, the better the
overall classification performance of the model. In practical
applications, MPA is an important metric, especially in cases
where class distribution is imbalanced, as it can provide a
more comprehensive performance evaluation compared to
Overall Accuracy.

4) Recall
Recall measures the model’s ability to identify positive

samples and represents the proportion of actual positive
samples that are correctly recognized. The higher the recall,
the greater the proportion of positive samples the model can
correctly identify.

Recall =
TP

TP + FN
(6)

5) Confusion Matrix
A confusion matrix is a table used to visualize the classi-

fication results, showing the relationship between true labels
and predicted labels. Each element represents the number
of samples predicted as a specific class, helping to analyze
the model’s performance on different categories and identify
areas that need improvement. The rows of the confusion
matrix represent the true labels, the columns represent the
predicted labels, and the element values indicate the number
of corresponding samples.

B. Experimental Data Preparation

The dataset for this study was carefully curated by col-
lecting and processing high-quality images depicting power
transmission towers and lines with various foreign objects.
The collection process involved both internet sourcing and
field photography to ensure diversity in environmental con-
ditions, lighting situations, and viewing angles.
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This comprehensive dataset includes four primary types
of foreign objects commonly found on power towers: bird
nests, balloons, kites, and rubbish (such as plastic bags). Each
category contains 100 images, creating a balanced dataset
totaling 400 images. To ensure robust model training and
evaluation, we implemented a stratified sampling approach,
dividing the dataset into training and test sets at a 9:1 ratio
while maintaining class distribution. The training set was
further augmented using techniques such as rotation, scal-
ing, and color adjustments to enhance model generalization
capability.

All images are standardized to a resolution of 512 ×
512, and the annotation process follows strict quality control
protocols to ensure accuracy and consistency. Table 1 shows
the specific data distribution of the training and testing sets.

C. Experimental Hardware Environment and Parameter Set-
tings

The hardware environment configuration for this experi-
ment includes a 12th generation Intel Core i5-12400F pro-
cessor, an NVIDIA GeForce GTX 1660 SUPER graphics
card, 16GB of RAM, and the Windows 10 Professional
operating system. The input image resolution is standardized
to 512×512, and the training process uses an SGD optimizer
with a maximum learning rate set to 7e-3 and a minimum
learning rate set to 0.01 times the maximum.

D. Average Performance of the Compressed Model

The Taylor pruning method was implemented for model
compression in this study, with an optimal pruning ratio
of 25% determined through extensive experimentation with
different compression rates (10%, 25%, and 40%). After
compression with the 25% pruning ratio, the average mIoU
and mPA metrics decreased slightly from 82.61 to 77.38
and from 91.56 to 86.69, respectively. However, the overall
accuracy notably improved from 94.34 to 94.75.

In addition, the compressed model has achieved significant
improvements in computational efficiency, with inference
time reduced by 3.7 times and memory usage reduced by
2.8 times compared to the uncompressed model. These
results indicate that applying compression techniques can
simultaneously reduce model complexity and improve sys-
tem performance, making the solution more efficient and

practical, especially when deployed on resource constrained
devices in real-world power system monitoring applications.

E. Segmentation Performance of the Foreign Object Detec-
tion System

Figure 6 illustrates the comprehensive evaluation results of
our system’s segmentation performance across different met-
rics and object categories. The heatmap visualization clearly
demonstrates that the system exhibits strong performance
stability across various evaluation criteria, with particularly
excellent results in certain categories.

When analyzing performance by category, we observe that
the system achieves exceptional results in the Background
and Balloon categories across all metrics (mIoU, Precision,
Pixel Accuracy, and Recall). For the Background category,
the system achieves near-perfect scores: 0.95 for mIoU, 0.97
for Precision, 0.98 for Pixel Accuracy, and 0.98 for Recall.
Similarly, the Balloon category shows impressive perfor-
mance with scores of 0.93, 0.95, 0.98, and 0.98 respectively.
These results confirm the system’s superior capability in
segmenting visually distinct categories with clear shapes and
well-defined boundaries.

For the Kite category, the system demonstrates good but
slightly lower performance, with mIoU at 0.81, Precision
at 0.91, Pixel Accuracy at 0.87, and Recall at 0.87. This
moderate decrease can be attributed to the more complex
shapes and occasionally transparent nature of kites, which
present greater challenges for precise segmentation.

However, the system shows relatively lower performance
in the more complex Nest and Rubbish categories. The Nest
category achieves an mIoU of 0.71, Precision of 0.88, Pixel
Accuracy of 0.78, and Recall of 0.78. The Rubbish category
performs the lowest, with an mIoU of 0.63, Precision of 0.72,
Pixel Accuracy of 0.83, and Recall of 0.83. This performance
gap between simple and complex categories can be attributed
to several key factors:

1)Target complexity:
Categories like nests and rubbish often have irregular

shapes and complex structures, making them more prone to
confusion with the background or other categories, thereby
increasing the segmentation difficulty.

2)Data imbalance:
In the training data, complex categories (e.g., nests and

rubbish) may have relatively fewer samples, leading to sub-
optimal model performance for these categories.

3)Detail extraction ability:
Segmenting these complex categories requires higher de-

tail extraction capabilities, and the current model may not
fully capture the characteristic

Despite the performance decline in complex categories,
the system still demonstrates a high level of segmentation
precision and recall overall, indicating excellent performance
in handling highly salient target categories. This highlights
the system’s strong application potential, particularly in real-
world scenarios like detecting foreign objects on transmission
towers, where it can quickly identify and segment prominent
target objects (such as backgrounds and balloons), thereby
improving the overall task’s efficiency and reliability.

Future Optimization Directions:
1)Data augmentation and sample balancing:
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Fig. 6. Evaluation Indicators

Using data augmentation methods such as rotation, scal-
ing, and color adjustments to generate more samples for com-
plex categories, thereby enhancing the model’s adaptability
to these categories.

2)Improving model architecture:
Incorporating more efficient feature extraction modules,

such as multi-scale fusion modules or attention mechanisms,
to enhance the model’s ability to capture details and complex
targets.

3)Increasing training samples:
Adding high-quality labeled data for complex categories

like nests and rubbish can significantly improve the model’s
segmentation performance.

4)Dynamic adjustment of loss weights:
Assigning dynamic loss weights to different categories

during training to ensure that complex categories receive
more attention.

Overall, this system has demonstrated outstanding segmen-
tation capabilities, particularly for simple target categories.
Its high precision and recall rates validate the system’s supe-
riority. However, for applications in more complex scenarios,
further optimization and improvement are needed to ensure
stable segmentation performance across diverse categories
and environments, ultimately better serving the needs of
practical application scenarios.

F. Analysis of Recognition Results

Figure 7 presents a comparative analysis of foreign object
recognition results between two approaches: the standalone

DeepLabv3+ model (second column) and our proposed in-
tegrated approach combining DeepLabv3+ with a large lan-
guage model (third column). This side-by-side comparison
across four representative foreign object categories (Balloon,
Kite, Nest, and Rubbish) reveals substantial differences in
recognition capability, result presentation, and practical util-
ity.

When using the standalone DeepLabv3+ model, the sys-
tem performs image segmentation and recognition indepen-
dently. The model successfully detects foreign objects on
transmission towers and visually marks them with color
coding (e.g., highlighting bird nests in red). This approach
effectively labels the foreign object category directly on the
image and provides spatial information about its location and
shape. For example, in the Nest category example, the model
accurately identifies the position and approximate contours
of the bird nest on the power tower.

However, this visual-only approach has significant limita-
tions. The results are restricted to visual representations with-
out contextual information or analysis of potential impacts.
For maintenance personnel, this presents several practical
challenges:

1) Limited operational guidance: The mere identification
of an object without context about its potential risks makes
prioritization difficult.

2) Absence of risk assessment : No information about
potential hazards or urgency of intervention is provided.

3) Lack of actionable insights: Maintenance crews receive
no guidance on appropriate response protocols.
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Fig. 7. Evaluation Indicators

From the above comparison, it is evident that the
Deeplabv3+ model combined with GPT not only improves
the system’s ability to recognize target objects but also en-
hances the interpretability and practical value of the results.
In scenarios such as transmission tower foreign object detec-
tion, this approach enables a more comprehensive analysis
of the potential impacts and safety risks of foreign objects,
providing clearer guidance for operational personnel and
improving maintenance efficiency while reducing the risk of
potential accidents.

In the future, this combined approach can be further
optimized. For instance, introducing more efficient feature
extraction modules to improve the baseline segmentation
capability of Deeplabv3+ and enhancing GPT’s domain
knowledge to generate more accurate and in-depth textual
descriptions can further improve the comprehensiveness and
applicability of the system.

IV. CONCLUSION

This paper presents a novel foreign object detection system
for power transmission towers that integrates DeepLabv3+
with large language models, demonstrating significant tech-
nological advancement and practical value. Our experimental
results show that this integrated approach not only improves
overall detection accuracy from 94.34% to 94.75% compared
to the standalone DeepLabv3+ model but also generates
intuitive textual descriptions that transform complex detec-
tion results into actionable operational information. The sys-
tem effectively addresses three critical challenges in power
system maintenance: accurate object detection, contextual

understanding, and actionable insight generation.
The key contributions of this work include:
1) A novel multi-model fusion architecture that leverages

the complementary strengths of semantic segmentation and
large language models.

2) An effective model compression approach using Taylor
pruning that maintains high accuracy while significantly
reducing computational requirements.

3) Comprehensive evaluation across multiple metrics
demonstrating superior performance particularly for complex
object categories.

4) A practical implementation framework that bridges the
gap between anomaly detection and operational decision-
making.

The text generation capability powered by LLMs extends
the system’s utility beyond mere detection to support various
operational needs. The detailed contextual descriptions en-
able the creation of standardized incident reports and mainte-
nance logs, documenting specific anomalies with correspond-
ing handling suggestions. This provides a reliable foundation
for subsequent review, analysis, and event tracking, while
enhancing the information management capabilities of power
utilities.

In real-world deployment scenarios, our system signif-
icantly reduces the cognitive load on remote monitoring
personnel by providing clear visual annotations accompanied
by concise, interpretable textual information. This enables
operators to quickly focus on critical issues within complex
information streams, improving decision-making efficiency
and accuracy. For example, when detecting a bird’s nest,
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operators can immediately access key risk information and
efficiently schedule appropriate maintenance actions.

Future work will focus on further optimizing the model
for complex real-world scenarios including adverse weather
conditions and challenging lighting environments. We also
plan to explore alternative architectures to improve segmen-
tation performance for the more challenging object categories
like nests and debris. Additionally, we aim to integrate this
system with existing power grid monitoring platforms to
create a comprehensive solution for intelligent power system
maintenance.
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