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Abstract—To enhance job matching accuracy and optimize
human resource utilization for Chinese college students, de-
veloping effective job recommendation algorithms is essential.
However, existing methods often fail to capture the personalized
needs of students, resulting in suboptimal recommendations.
This paper presents a novel job recommendation algorithm
based on Recurrent Neural Networks (RNN) and Biterm
Topic Modeling (BTM). Detailed user profiles are constructed
using university library data, encompassing academic records,
social activities, and skill certifications. These profiles are then
clustered using BTM to identify latent topics. A bipartite
graph framework is employed to establish an initial recom-
mendation structure, which is further refined using a weighted
random forest classifier that incorporates user preferences.
Experimental results demonstrate that the proposed model
significantly outperforms baseline algorithms in both hit rate
and recommendation accuracy.

Index Terms—Employment recommendation; User profiling;
Recurrent Neural Network; Topic Modeling; Machine Learning

I. INTRODUCTION

N recent years, the employment landscape for Chinese

college students has become increasingly competitive,
raising concerns among policymakers and educators[1]. De-
spite the growing number of job listings, many students
struggle to secure positions that align with their individual
skills and aspirations. A key contributor to this mismatch is
the lack of personalization in traditional job recommendation
systems, which often rely on static resumes and subjective
assessments.[2], [3]. With the growing number of graduates
each year, improving the employment matching rate and
enhancing the efficiency of human resource utilization have
become urgent problems. Traditional employment guidance
methods often rely on subjective judgment, which is not
only inefficient but also unable to address the personalized
employment needs of college students [4], [5]. Therefore,
providing users with accurate and personalized recommenda-
tions has become a critical challenge for current student em-
ployment platforms. To address these issues, some platforms
have started incorporating artificial intelligence technologies
to classify, filter, and recommend jobs using natural language
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processing and machine learning algorithms. Consequently,
employment recommendation systems have emerged. These
technologies not only enhance the user experience by offer-
ing a wider range of job options but also facilitate broader
communication channels for recruitment companies, foster-
ing information exchange. An effective employment recom-
mendation system requires accurate user profiles, advanced
technologies for personalization, and continuous adaptation
to user needs.

Currently, most of the existing employment recommenda-
tion methods have the following shortcomings:

1) Limited Data Diversity: Traditional recommendation
algorithms often depend on a single data source, such
as resumes or job search website records. This reliance
significantly limits the system’s ability to capture the
complex, multi-dimensional nature of users. As a re-
sult, the generated recommendations tend to overlook
important personal factors. For example, systems based
solely on resume content fail to account for students’
interests, social networks, or extracurricular involve-
ment—all of which are essential for making informed
and personalized career decisions.

2) Inaccurate User Classification: Many existing sys-
tems adopt overly simplistic classification strategies,
assigning users to broad categories and generating
recommendations accordingly. This method neglects
the heterogeneity and individuality inherent in user
profiles, leading to generalized results that lack nuance
and relevance. For instance, grouping all computer
science majors together ignores their specific skill sets,
project experience, and career aspirations—factors that
are critical for delivering precise and meaningful job
matches.

Therefore, developing an automated and accurate job rec-
ommendation method is of substantial practical relevance
and real-world value. In response to this need, this study
proposes a novel recommendation framework tailored for
college students, which integrates Recurrent Neural Net-
works (RNN) and topic modeling techniques. Specifically,
the system utilizes a Conditional Random Field (CRF) model
combined with a Long Short-Term Memory (LSTM) neural
network to extract structured user data from university library
archives and construct comprehensive user profiles. These
profiles are subsequently clustered using the Biterm Topic
Model (BTM) to identify latent semantic patterns. Finally, a
graph-based network is employed to establish a foundational
recommendation framework that effectively matches students
with suitable employment opportunities.

Volume 52, Issue 8, August 2025, Pages 2797-2808



TAENG International Journal of Computer Science

II. RELATED WORK

In the field of recommendation algorithms, the continuous
development of technology and the rapid growth of data
have led to the proposal of many innovative methods. These
methods can be broadly categorized into traditional recom-
mendation algorithms and domain-specific recommendation
algorithms, such as job recommendation systems.

Traditional recommendation algorithms primarily include
collaborative filtering, content-based methods, and hybrid
approaches. Collaborative filtering recommends items based
on behavioral similarities between users or associations be-
tween items, suggesting items that similar users have liked
or items resembling those a user has previously engaged
with. Content-based recommendation analyzes a user’s his-
torical behaviors and preferences, as well as the content
characteristics of items, to recommend items that align with
the user’s interests. Hybrid recommendation combines the
strengths of both collaborative filtering and content-based
recommendation to enhance the accuracy and diversity of
recommendations. For example, Mao et al.[6] proposed a
user coverage model based on product rating differences to
address the issue that traditional recommendation algorithms
often prioritize accuracy over diversity. This model com-
bines a rating difference matrix with user interest domain
calculations to define user interest ranges more accurately.
By mapping the user and the recommended list of interest
domains to vector space, the model optimizes the recommen-
dation objective function. Despite these improvements, the
model’s recommendation results can still be uncertain due to
mismatches between covered products and actual user needs.
Shokrzadeh et al.[7] tackled this issue by creating behavior
graphs and behavior paths based on user behavior sequences.
They used vectorization techniques to convert text-type paths
into vectors and calculated the similarity between multi-
dimensional behavior path vectors. This approach allowed
for multi-dimensional path collaborative filtering recommen-
dations based on similarity. However, the sparsity of the
scoring matrix limits the path vector’s effectiveness in calcu-
lating similarity, affecting recommendation accuracy. Teng et
al.[8] developed a job recommendation model using multi-
task learning, incorporating reciprocity constraints, attention
mechanisms, and fuzzy gate mechanisms. This model aggre-
gates the needs of college students and employers to provide
appropriate job recommendations. While the inclusion of
attention and fuzzy gate mechanisms enhances the model’s
capabilities, it also increases computational complexity, re-
sulting in longer processing times during job recommenda-
tion.

As a significant branch of recommendation systems, job
recommendation algorithms have garnered extensive atten-
tion in recent years. These algorithms aim to address the inef-
ficiencies of information matching in traditional recruitment
processes by providing more accurate matches for job seekers
and recruiters through automated and intelligent methods.

Yu et al.[9] proposed a cross-domain collaborative filtering
algorithm that utilizes latent factor space in the auxiliary
domain for recommendations by extending the features of
users and items. This method effectively leverages shared
information across different domains to enhance recommen-
dation performance. Liu et al.[10] introduced a person-job
matching algorithm based on joint representation learning,

which achieves more accurate job recommendations by learn-
ing a shared representation space for job seekers and jobs,
as well as the matching function between them. Alatrash
et al.[11] developed a hybrid recommendation algorithm for
developers that combines explicit features (such as skills
and experience) with implicit features (such as behavioral
data and social networks). This approach captures the needs
and preferences of developers more comprehensively, thereby
improving the accuracy of job recommendations.

In summary, job recommendation algorithms have con-
tinuously improved in accuracy and efficiency through the
introduction of new techniques and methods. However, exist-
ing algorithms still face challenges such as data sparsity, cold
start problems, and limited ability to meet users’ personalized
needs. Therefore, this paper proposes a job recommendation
algorithm for college students based on recurrent neural
networks (RNN) and topic modeling to address these is-
sues more effectively. By constructing user profiles and
performing topic clustering analysis, the algorithm delivers
personalized job recommendations tailored to the unique
characteristics and needs of college students. The method is
tested and validated using the employment service platform
of a university in Hubei, China. The performance analysis
from verification experiments demonstrates the superior ef-
fectiveness of the proposed method.

III. PROPOSED METHODOLOGY

This section outlines the core components of the proposed
employment recommendation framework, which consists of
three main stages: (1) user profile construction using sequen-
tial and textual data, (2) topic modeling via the Biterm Topic
Model (BTM) to uncover latent semantic structures, and (3)
a personalized recommendation mechanism based on graph
modeling and a weighted random forest classifier. Together,
these components form a cohesive system that generates
accurate and individualized job recommendations for college
students.

A. User Profile Construction

Prior to job recommendation, a conditional random field
model integrated with a long short-term memory (LSTM)
neural network, a variant of the recurrent neural network
(RNN), is applied. Leveraging the information field defini-
tion, comprehensive student data is extracted to construct
detailed user profiles [12]. Using Long Short-Term Memory
(LSTM) networks is advantageous for building user profiles
due to their ability to effectively capture and learn from
sequential data. LSTM networks, a type of recurrent neural
network (RNN), are specifically designed to address the lim-
itations of traditional RNNs, such as the vanishing gradient
problem, which hampers the learning of long-term depen-
dencies. By maintaining long-term memory through gated
mechanisms, LSTM can retain and utilize information over
extended periods. This capability is particularly beneficial
for user profiling, as it allows the model to incorporate a
user’s historical behaviors and interactions, thereby capturing
temporal patterns and trends that are essential for accurate
profile construction. Furthermore, LSTM can manage vary-
ing lengths of input sequences, making them well-suited for
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Fig. 1. The architecture of the user portrait information extraction model

handling diverse user activity data. Consequently, LSTM-
based models can generate more comprehensive and dynamic
user profiles, leading to improved personalization and rec-
ommendation outcomes. In the actual operation process, the
structure of the user profile information extraction model is
shown in Figure 1.

The user information extraction model, illustrated in Fig-
ure 1, is applied to the university library’s homepage. This
model extracts college students’ profile information through
several steps: mailbox information extraction, avatar infor-
mation extraction, and web page preprocessing. Due to the
structural and textual similarities across different college stu-
dents’ homepages, this information is input into a long short-
term memory (LSTM) neural network model to automatically
extract webpage information features. The text is processed
using word segmentation to accurately filter and retrieve the
relevant information.

During webpage preprocessing, redundant information in
user profiles can interfere with job recommendations and in-
crease the algorithm’s computational complexity. Therefore,
the initial step in extracting college students’ user informa-
tion involves cleaning the webpages. Invalid tags are used
to identify redundant information, which is then removed
through text filtering [13]. This process yields simplified
user webpage text information, enhancing the efficiency and
accuracy of the job recommendation algorithm.

Valid labels are assigned to the types of information to
be extracted, and these labels are compiled into a thesaurus
table. This table is then input into the long short-term
memory (LSTM) neural network to extract word features and
character word vectors. The processes of word feature extrac-
tion and character word vector extraction are represented by
Formula (1) and Formula (2), respectively.

h(t) = LSTM(x(t), h(t — 1)) (1)

2

Where x(t) represents the ¢th input word, h(¢t— 1) represents
the hidden state at the previous time step, and h(¢) represents
the hidden state at the current time step. By inputting words
one by one and continuously updating the hidden state, the
LSTM model captures the dependencies between words and

v(t) = LSTM(c(t), v(t — 1))

extracts their feature representations. c(¢) denotes the ¢th
character, v(¢ — 1) denotes the vector representation of the
previous time step, and v(t) denotes the vector representation
of the current time step. By inputting characters one by one
and constantly updating the vector representation, the LSTM
model can learn the character-level context information and
generate the corresponding word vector representation.

All text nodes are represented as two-dimensional word
vectors. A sequence is then generated based on the user
information word vector, which is combined with the text
node sequence. This word vector is decoded through the
fully connected layer of the long short-term memory (LSTM)
neural network model [14] to classify all user profile text
label information. The classified user profile information is
stored in the data layer. Upon receiving a profile query com-
mand, the corresponding classified user profile information is
retrieved and displayed as a visual user profile using modern
programming techniques.

B. Topic Modeling with BTM

To better uncover the hidden information within different
user profiles, user topic modeling is applied to the established
college student data through processes such as numerical
analysis and discretization [15].

Biterm Topic Modeling (BTM) is particularly useful for
establishing user profiles due to its ability to effectively
capture the latent topics within short texts, such as social
media posts, reviews, or user comments. Unlike traditional
topic models like Latent Dirichlet Allocation (LDA), which
are better suited for longer documents, BTM is designed to
identify co-occurring word pairs (biterms) within the entire
corpus, making it more adept at handling the sparsity and
brevity of user-generated content. This approach allows for
the extraction of more coherent and meaningful topics from
fragmented and short pieces of text, which are common in
user profiles. By leveraging BTM, researchers and practi-
tioners can gain a more nuanced understanding of users’
interests, preferences, and behaviors, leading to the creation
of more accurate and comprehensive user profiles. These
enriched profiles can subsequently enhance the personaliza-
tion and effectiveness of recommendation systems and other
user-centered applications [16]. Hence, BTM is employed to
assess the divergence among the traits delineated in college
students’ user profiles. Subsequently, students awaiting job
recommendations are segmented into distinct topic clusters.
Through this process, user profiles exhibiting high congruity
are identified within the pool of employed students, facili-
tating the tailored allocation of suitable job opportunities in
accordance with each student’s employment status.

D represents the training set corpus, W = wi,ws... wy

represents the biterm set obtained from the training set
corpus, and w; represents a biterm unit (qm, qi,g). Assume
that « and (8 are Dirichlet prior parameters. The whole
process of model building using the BTM model is shown
in Figure 2.
In the figure above, K is the number of artificial topics,
0 is the topic distribution over the text corpus, ¢ is the
term distribution over the topic, Mwult() is the multi-term
distribution, and Dir() is the Dirichlet distribution. Z is the
Dirichlet distribution of the topic . BTM building steps are
as follows:
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e Step 1: The word distribution @K ~ Dir(5) under
a topic is sampled from the parameter S by Dirichlet
distribution;

e Step 2: Sampling the global topic distribution 6 ~
Dir(«) from the Dirichlet distribution of «;

o Step 3: Select the topic Z from the common parameter
0 of the short text corpus, and serve Z ~ Mult(6);

o Step 4: Suppose that a word pair in the corpus is b,
b = (w;,w,;). Take the words w;, w; from the topic
Z extracted above, and make them obey w;,w; ~
Mult(pZ);

o Step 5: Select the topic Z from the common parameter
6 of the short text corpus, and serve Z ~ Mult(0).

Through the aforementioned steps, the BTM topic model is
established on the training set, yielding the document-topic
distribution matrix and the topic-word distribution matrix for
the large-scale corpus. The probability distribution of each
topic feature word is arranged in descending order, and the
top w topic words in the probability ranking are extracted
as the expansion of the feature word. The formula for this
process is as follows:

Dy = {vg1, (W11, U125 vy Utw), - VUgns (Un1s Un2, ooy Unaw) }
3)
Where D, is the expanded text generated by BTM topic
model training of the gth text in corpus D, vy, refers to the
nth word in the gth text, and (un1,Una, ..., Unyw) is the w
expanded words obtained by v, using BTM topic model.

C. Bipartite Graph-Based Recommendation

Upon completing the topic modeling of college student
user profiles, a set of suitable job opportunities corresponding
to a particular user group is identified [17]. Considering each
user and project as input vectors, each college student user
would need to traverse and evaluate all job opportunities
to determine the most suitable matches. To streamline this
selection process, we construct a bipartite graph-based job
recommendation framework for college students, wherein
each edge in the network structure represents a user’s po-
tential selection of an item.

Prior to employing the bipartite graph-based job recom-
mendation framework for college students, corresponding
energy values are allocated to the users. Following the
principle of equal distribution, users distribute their energy
across different selected job opportunities [18], with each
job receiving a certain amount of energy. This allocated

energy can be transferred back to the users, enabling the
update of user energy values [19]. In the bipartite graph job
recommendation structure for college students, initial energy
needs to be assigned to each user at the outset. Adhering to
the equal distribution principle, assuming a total of n users,
the initial energy ) is divided equally into n parts, with each
user receiving 1/n initial energy. The specific process of
energy allocation is illustrated in Figure 3.

In the process of energy allocation, when a user selects
a job, a portion of their energy is assigned to that job. In
Figure 3, a, b, and c represent users. User a has chosen job
1 and thus allocates 1/3 of their energy to job 1. When user b
subsequently selects job 1, which was also chosen by user a,
job 1 receives 1/3 of the energy from user b. Consequently,
job 1 accumulates a total energy of 1/3\,+1/2\, from users
a and b. This process is analogous for other jobs. When
multiple users select the same job opportunity, the energy
value associated with that position accumulates. Ultimately,
each job acquires a certain energy value, which represents
the degree of preference or selection by users.

After the energy allocation of the bipartite graph network
structure is completed, the results of energy distribution are
counted and arranged from high to low, and the jobs with
the most energy distribution are found and recommended to
college students.

IV. ACCURATE EMPLOYMENT RECOMMENDATION

As the bipartite graph job recommendation framework
does not account for individual user interests, the authors
incorporate a weighted random forest model into the recom-
mendation structure. This model leverages user profile infor-
mation to vote and classify the recommended job opportuni-
ties [20], thereby yielding more accurate job recommendation
results tailored to each user’s preferences.

The utilization of a weighted random forest model in
recommendation algorithms offers several advantages that
contribute to improved performance and efficacy. Firstly,
weighted random forest models enhance prediction accu-
racy by incorporating feedback mechanisms that iteratively
refine the model based on past recommendations and user
interactions [21]. This iterative learning process enables the
model to adapt and evolve over time, thereby accommodating
changes in user preferences and environmental dynamics.
Additionally, weighted random forest models enhance ro-
bustness against overfitting by aggregating predictions from
multiple decision trees and introducing randomness during
the training process [18]. This ensemble approach helps
mitigate biases and variance, leading to more stable and reli-
able recommendations. Furthermore, weighted random forest
models are inherently interpretable, allowing researchers
and practitioners to gain insights into the decision-making
process and understand the factors driving recommendations
[22]. The specific architecture of the weighted random forest
model is depicted in Figure 4. Each decision tree is assigned
a corresponding weight value, which should be factored into
the classification process to yield the optimal classification
outcome.

As illustrated in Figure 4, random sampling with replace-
ment is initially performed on the original dataset to create
several distinct training sets. An independent decision tree is
then constructed for each training set, with computed weights
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assigned to each tree. When classifying a new sample, each
decision tree provides a classification result. These results are
then weighted according to the corresponding tree’s weight,
and a weighted voting process is used to determine the
final classification. Decision trees with higher weights have
a greater influence on the final result. The category with the
highest number of votes is selected as the final classification.
In the case of a tie, methods such as majority voting or
random selection are employed. In the weighted random
forest model applied to job recommendations for college
students, parameters such as the number of decision trees
and value thresholds are set based on experience. In this
study, the feature vector sets of college student user profiles
and employment positions are fed into the weighted random
forest model [23], and ensemble classification is performed
through multiple decision trees.

Based on the number of input vectors, a corresponding
number of classification tree models are established to cal-
culate the probability of a particular user profile group at
a given decision tree node [24]. Considering job charac-
teristics, the expected value required for the division of
recommended jobs is calculated [25], as shown in Equations
(4) and (5).

L 0
o(B)=-E) Fla(3) (4)
g=1
"0
ba(B) = 'g: x o(By) (5)
g=1

Where B represents the decision tree node, o represents the
probability that certain user profile group appears in the node,
g represents the user profile group category, n represents
the total number of user clusters, 6, represents the number
of users in the gth group, A represents the feature, and v
represents the expected information.

The information gain is calculated based on Equations (4)
and (5), and the attribute corresponding to the maximum gain
rate is screened out, which is regarded as the classification
attribute. The specific calculation process is as follows:

G(A) = o(B) = ¢a(B) (©)

Where G represents the information gain.

According to the classification attributes, the weighted ran-
dom forest model is classified, and several multiple decision
tree classification models are generated. The input informa-
tion is further analyzed to obtain the voting integration results
of decision trees:

L
H(n) = argmin Z Tv(n, G(A)) (7

Yooz
Where H represents the decision tree voting ensemble result
obtained after analyzing the input information, Y represents
the predicted label value of the decision tree voting ensemble
result, n represents the employment of college students, [
represents the number of branches of the decision tree, L
represents the maximum number of branches of the deci-
sion tree, 7 is the decision function, and v; represents the

classification model.

Using the weighted random forest model, job recom-
mendations for college students provided by the bipartite
graph are further refined through scoring [26]. Based on

TABLE 1
DATASET FEATURE STATISTICS TABLE

Feature class Feature type Specific Features

Gender, political status,
nationality, province of
origin, major

Data of students Discrete feature

Continuous fea-

ture

Data of students Average grades for each

semester

Data of Employ-  Discrete feature

ment units

The name of the unit, the
industry of the unit, the
province and the city of
the unit

these classification results, a new scoring label is defined
and applied to the bipartite graph recommendation structure
to adjust the original project scores. The jobs with the
highest revised scores are then identified and compiled into
a recommendation list, which is presented to the college
students.

V. VERIFICATION EXPERIMENTS AND ANALYSIS
A. Dataset Selection

To evaluate the effectiveness of the proposed job recom-
mendation algorithm integrating recurrent neural networks
and topic modeling, a series of experiments were conducted
using real-world data. The dataset was collected from a
university in Shiyan, Hubei Province, China, and included
nearly three years of graduate records. The corresponding
employment units were treated as potential job recommen-
dations, thereby forming the experimental dataset. To ensure
a balance between accuracy and computational efficiency,
the random forest classifier was configured with 50 decision
trees. A latent dimension of 10 was selected to represent key
student and job attributes, and the learning rate was set to
0.05 to facilitate stable and efficient model convergence.

To facilitate the employment recommendation evaluation
for college students, the dataset encompasses numerous
student characteristics and job attributes. The experiment
utilizes a dataset comprising 2,000 students and 100 job
opportunities, which is divided as follows: 80% (1,600
students) is used as the training set, while the remaining
20% (400 students) serves as the test set. Table 1 presents
the statistical summary of the dataset’s characteristics.

Using the constructed experimental dataset, the cross-
domain collaborative filtering recommendation algorithm [9]
and the joint representation learning recommendation algo-
rithm [8] were applied to perform job recommendations for
college students. The recommendation results of these three
methods were compared to more intuitively demonstrate the
superiority of the algorithm proposed in this paper.

B. Experimental Setup

The experimental environment utilized in this study was
the employment service platform of a university located in
Shiyan, Hubei Province, China. This platform maintains a
comprehensive database encompassing students’ job search
activities, resume submissions, academic records, and em-
ployment unit information. It provides structured access to
both personal and institutional data, supporting a range of
functions including data entry for students and employers,
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job matching, and visualization of recommendation out-
comes. The platform’s dataset was used to implement and
evaluate the performance of the proposed recommendation
model in a real-world setting.

To generate the user profile word cloud described in
the previous section, student attributes—including personal
details and academic performance—were preprocessed and
analyzed. The word cloud was created using the Python
WordCloud library, which visualizes the relative importance
of different features based on their frequency and assigned
weights.

C. Employment Recommendation Results

Fundamental student data were extracted from archival
records in the university library and used to construct user
profiles through the proposed methodology. A visual repre-
sentation of these profiles in the form of a word cloud is
illustrated in Figure 5. Following the construction of user
profiles, topic modeling was performed to identify latent
semantic structures. Figures 6 and 7 present the statistical
outcomes of this process, specifically evaluating clustering
error and convergence time under different topic numbers.

As illustrated in Figure 6, the distortion score is used to
evaluate the quality of topic modeling, with lower values
indicating better clustering performance. The results reveal
that as the number of topic clusters increases, the distortion
score initially declines, reaches a minimum, and then begins
to rise. This trend suggests the existence of an optimal
cluster count that balances granularity and coherence in topic
representation. Conversely, convergence time, depicted in
Figure 7, reflects the computational efficiency of the model-
ing process. While shorter convergence times are generally
desirable, extremely low values may indicate premature con-
vergence, leading to underfitting. The observed pattern shows
that convergence time initially increases with the number
of clusters, then decreases after a certain point—implying
that adequate optimization time is required before achieving
the most effective clustering configuration. By jointly ana-
lyzing distortion scores and convergence times, the optimal
number of topic clusters was determined to be nine. At this
setting, the model achieves a minimal distortion score while
maintaining a moderate convergence time, thereby balancing
modeling effectiveness with computational efficiency. Figure
8 illustrates the centroid of each identified topic cluster, and
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Figure 9 provides a visual depiction of the overall clustering
structure based on these centroids.

Upon completion of topic modeling using the identified
cluster centroids, the bipartite graph recommendation frame-
work and weighted random forest model were applied to
generate personalized job recommendations for graduating
students. The final set of recommended positions is visual-
ized in Figure 10. The analysis shows that the 13 suggested
job opportunities are not only appropriate in quantity but
also exhibit a strong alignment with the characteristics of
the student user profiles. This alignment is reflected in the
feature words extracted from each profile, further confirming
the effectiveness of the proposed algorithm.

Moreover, the consistency of these results across different
student samples and job datasets underscores their statistical
robustness. Even under varying input conditions, similar
recommendation patterns were observed, owing to the use
of random data partitioning, which ensured the represen-
tativeness of both training and testing sets. These findings
reinforce the generalizability and reliability of the proposed
method. Taken together, the results depicted in Figure 10
validate the statistical significance and practical feasibility of
the recommendation framework for real-world deployment in
college employment platforms.
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Fig. 9. Center points of each cluster and visual results
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Fig. 10. Results of job recommendation for college students

D. Performance Evaluation and Metrics

To assess the effectiveness of the three job recommenda-
tion algorithms, user interactions with the recommended job
lists were analyzed, and the hit rate for each method was
calculated. The hit rate, denoted by ®, quantifies the propor-
tion of recommended positions that were actually accessed
by users. It is computed using the following formula:

1 Q
== "r(f) ®)
Q=

In this equation, Q) denotes the total number of student users,
f represents an individual user, and r( f) is a binary indicator
function that equals 1 if the user accessed a job contained in
the recommendation list, and 0 otherwise.

Based on the computation in Equation (8), the hit rate
comparison results for the three recommendation algorithms
are illustrated in Figure 11. As shown, the hit rate increases
as the length of the recommendation list grows, reflecting
a higher probability of users engaging with at least one

suggested position. For example, when the list length reaches
120 jobs, the hit rate of the proposed method climbs to
0.94, significantly outperforming the other two baseline
algorithms, which remain below 0.8.

This marked improvement highlights the effectiveness of
the proposed approach, which combines a bipartite graph
recommendation framework with a weighted random forest
model. The graph structure captures user-job associations
efficiently, while the random forest refines the recommenda-
tion list by incorporating feature-based compatibility between
user profiles and job attributes. Together, these components
enable more precise and personalized job matching, result-
ing in a substantial increase in hit rate performance. The
experimental results are statistically significant because they
are based on a representative dataset, which proves the
significant superiority of the algorithm proposed in this study
by comparing it with other algorithms, and this advantage is
verified across different portions of the dataset. Therefore,
it can be concluded that the job recommendation algorithm
presented in this paper holds high practical value for real-
world applications.

To further evaluate the effectiveness of the proposed
method, average cosine similarity was employed as an ad-
ditional performance metric. Cosine similarity quantifies the
similarity between two vectors by measuring the cosine of
the angle between them—where higher values indicate closer
alignment. In the context of job recommendation, a larger
cosine similarity score reflects a stronger match between
the attributes of recommended jobs and the capabilities of
student users.

Thus, an elevated average cosine similarity suggests that
the algorithm is better able to align candidate profiles with
suitable job postings, resulting in more accurate and mean-
ingful recommendations. The mathematical formulation for
computing this metric is shown in Equation (9).

N-1 N

i=1 j=i+1(Zi7 Zj)
N(N —1)/2

Where N is the number of samples; Z;, Z; denote the user
sample.

To empirically assess the robustness of the proposed
model, a total of 100,000 data samples were randomly
selected from the university employment platform and parti-
tioned into ten equal subsets of 10,000 records each. Multiple
recommendation algorithms were applied to these subsets,
and their performance was evaluated using average cosine

€))

Qacs = exp
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e . . TABLE II
similarity, as depicted in 12. THE TESTING RESULTS OF ACCURACY AND RECALL WITH DIFFERENT
The results clearly show that the proposed method con- APPROACH
sistently outperforms the benchmark approaches in terms of
vector similarity, indicating its superior capability in aligning Methods __ Accuracy _ Recall
student competencies with job requirements. This perfor- Method of this paper 0.96 0.89
mance advantage highlights the model’s effectiveness in Method by Yu et al, 2019 081 0.77
Method Zhu et al., 2018 0.74 0.67

addressing challenges such as data sparsity and evolving user
preferences. By maintaining high matching precision across
diverse datasets, the proposed algorithm demonstrates strong
adaptability and real-world applicability for personalized job
recommendations.

To evaluate the contribution of the topic modeling com-
ponent, an ablation study was conducted to compare recom-
mendation accuracy before and after integrating the Biterm
Topic Model (BTM). The results, presented in Figure 13,
show a substantial improvement in accuracy following the
inclusion of BTM.

The topic model enhances performance by clustering a
large corpus of job descriptions into distinct semantic groups,
each capturing shared requirements and characteristics. This
grouping enables the system to recognize patterns and sim-
ilarities across jobs more effectively, thereby improving the
alignment between student profiles and job demands. By
leveraging topic-based categorization, the model is better
equipped to match students’ skills and interests with appro-
priate positions.

In summary, the integration of BTM significantly im-
proves the precision of job recommendations by semantically
organizing extensive job data, ultimately facilitating more
targeted and personalized employment guidance for college
students.

To further validate the effectiveness of the proposed job
recommendation algorithm, a comparative experiment was
conducted using precision and recall as evaluation metrics.

The performance of the proposed method was benchmarked
against two existing approaches from the literature [9][8],
and the results are summarized in Table 2.

As shown in the table, the proposed method outperforms
both alternatives, achieving higher scores in both precision
and recall. This indicates superior accuracy in matching
student profiles with job characteristics, while also covering
a broader set of relevant opportunities. The performance
gain can be attributed to key innovations in the model
architecture—particularly the integration of recurrent neural
networks and topic modeling.

By capturing sequential behavioral patterns through
RNNs, and organizing job data semantically via the Biterm
Topic Model, the system creates richer user representations.
Additionally, the optimization of node relationships and
weight distribution in the bipartite graph further enhances
the system’s ability to detect nuanced similarities between
students and job postings, resulting in more effective recom-
mendations.

E. Ablation Study

To evaluate the individual contributions of each component
in the proposed employment recommendation model, we
conducted an ablation study by progressively removing or
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replacing specific modules. The components under examina-
tion include the Biterm Topic Model (BTM), the bipartite
graph recommendation structure, and the weighted random
forest classifier. The performance of each ablated variant
was assessed using accuracy and recall metrics on the same
dataset. We designed the following model variants:

e Model A (Full model): Includes all modules—RNN-
based user portrait, BTM clustering, bipartite graph
recommendation, and weighted random forest.

e Model B (w/o Topic Model): Replaces BTM with
simple keyword frequency-based clustering.

e Model C (w/o Bipartite Graph): Removes the bipartite
graph structure and uses only RNN + BTM + RF.

e Model D (w/o Random Forest): Removes the final RF
classifier, and uses graph-based ranking as the final
recommendation list.

Each variant was trained and tested on the same dataset
of 2,000 students and 100 job positions (with an 80/20
training-test split), using identical parameters to ensure fair
comparison. The results in Table III and Figure clearly

TABLE III
PERFORMANCE COMPARISON IN ABLATION STUDY

Model Variant Accuracy  Recall
Model A (Full model) 0.96 0.89
Model B (No BTM) 0.84 0.76
Model C (No Graph) 0.87 0.79
Model D (No Random Forest) 0.89 0.81

demonstrate that removing any component leads to a notice-
able performance drop. In particular, the removal of the topic
modeling module (BTM) resulted in the most significant
decrease, indicating that semantic clustering of user profiles
plays a key role in enhancing recommendation precision.
Likewise, removing the bipartite graph structure diminished
the system’s ability to capture relational patterns between
users and jobs, leading to less personalized recommenda-
tions. The weighted random forest module, while not as
impactful as BTM, still contributed meaningfully by refining
final recommendation rankings based on multi-dimensional
features.

These findings validate the synergistic effect of integrating
all modules in the proposed model and highlight the necessity
of each for delivering high-quality job recommendations.

VI. CONCLUSION

This study presents a novel job recommendation algorithm
tailored for Chinese college students, leveraging recurrent
neural networks (RNN) and Biterm Topic Modeling (BTM)
to enhance the personalization and accuracy of employment
recommendations. By constructing detailed user profiles and
integrating semantic clustering with graph-based matching
and ensemble learning, the proposed model effectively im-
proves job-student alignment.

Experimental evaluations demonstrate that the approach
significantly outperforms baseline methods across multiple
performance metrics, including hit rate, cosine similarity,
precision, and recall. Furthermore, the ablation study con-
firms the importance of each model component in achieving
optimal results.

Despite these contributions, the study has limitations. The
current user data were extracted solely from the univer-
sity library’s archive system, which may not fully capture
students’ diverse experiences and career preferences. Fu-
ture research will aim to incorporate richer, multi-source
datasets—including academic records, extracurricular en-
gagement, online behavior, and internship history—to con-
struct more holistic user profiles. This expansion will further
enhance the system’s adaptability, robustness, and applica-
bility in real-world employment platforms..
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