
 

  
Abstract—With the rapid advancement of science and 

technology, artificial intelligence (AI) and machine learning 
(ML) have been widely applied in agriculture. To tackle 
challenges in crop disease and pest identification—such as 
diverse species, subtle inter-class feature differences, and 
significant intra-class variations across crop growth stages—an 
improved YOLOv7 (IP-YOLOv7) object detection algorithm 
integrated with a hybrid attention mechanism is proposed. By 
incorporating the hybrid attention module into the backbone 
network of YOLOv7, the algorithm enhances its capability to 
learn pathological features and focuses more effectively on 
small-scale effective feature regions of crop leaves, thereby 
improving the identification accuracy of YOLOv7 for various 
crop diseases and pests. Experimental results demonstrate that 
YOLOv7 achieves a mean average precision (mAP) of 95.17%, 
while IP-YOLOv7 reaches 97.35% in crop disease and pest 
detection, indicating high accuracy and robustness of 
IP-YOLOv7 in this task. 
 

Index Terms—crop diseases and pests, IP-YOLOv7, hybrid 
attention mechanism, object detection algorithm 
 

I. INTRODUCTION 
S the foundation of the national economy, agriculture 
occupies a pivotal strategic position in a country's 

development [1,2]. The healthy growth and stable high yields 
of crops are not only critical to the effective supply of 
agricultural products but also constitute core elements in 
maintaining social stability and ensuring food security. 
Furthermore, the accurate identification and timely 
prevention of crop diseases and pests, as a key link in 
safeguarding crop yield and quality, directly affect the 
economic and ecological benefits of agricultural production 
[3-5]. Errors in disease and pest identification may result in 
inappropriate prevention measures, leading to reduced crop 
yields or even total crop failure, thereby posing a serious 
threat to farmers' incomes and national food security [6,7]. 

With the rapid development of modern science and 
technology, emerging cutting-edge technologies such as 
Artificial Intelligence (AI) and Machine Learning (ML), 
endowed with powerful data analysis and pattern recognition 
capabilities, have been extensively and deeply applied in the 
agricultural sector [8-10]. The introduction of these advanced 
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technologies has driven a revolutionary transformation in the 
identification of crop diseases and pests. Traditional 
identification methods have been transcended, and new 
opportunities and approaches characterized by higher 
accuracy and efficiency have been provided for the 
prevention and control of agricultural diseases and pests. 
Through the learning and analysis of large volumes of pest- 
and disease-related images and data, AI and ML algorithms 
can rapidly and accurately identify various types of diseases 
and pests. This not only offers a scientific basis for the timely 
implementation of targeted prevention and control measures 
but also strongly facilitates the modernization of agriculture 
[11,12]. 

Crop disease and pest identification is confronted with 
several challenges. A wide variety of crop diseases and pests 
exist, and distinct types may exhibit extremely subtle 
differences in their characteristics, rendering accurate 
differentiation difficult [13-15]. 

In recent years, object detection algorithms based on deep 
learning have demonstrated significant potential in the field 
of image recognition, including the identification of crop 
diseases and pests. Among these, the You Only Look Once 
(YOLO) series of algorithms have garnered considerable 
attention due to their high efficiency and relatively favorable 
accuracy [16-18]. Specifically, YOLOv7 has achieved 
notable improvements in detection speed and accuracy 
compared to its predecessors [19,20]. However, when 
addressing the complex task of crop disease and pest 
identification, the existing YOLOv7 algorithm remains 
limited in its ability to fully capture effective features in small 
areas of crop leaves, which may result in reduced 
identification accuracy for certain specific diseases and pests 
[21,22]. 

To address these challenges, attention mechanisms have 
been incorporated into deep learning models. Such 
mechanisms enable models to focus on critical feature 
regions within input data, thereby enhancing their 
performance [23-25]. The hybrid attention mechanism, 
which integrates different types of attention mechanisms, has 
exhibited excellent performance in certain computer vision 
tasks [26,27]. Through the integration of the hybrid attention 
mechanism into the YOLOv7 algorithm, it is anticipated that 
the model's capability to learn pathological features will be 
strengthened, and its focus on small-scale effective feature 
regions of crop leaves will be improved. This, in turn, is 
expected to enhance the identification accuracy of YOLOv7 
for various crop diseases and pests [28-31]. 

In this study, we propose an improved YOLOv7 
(IP-YOLOv7) object detection algorithm based on the hybrid 
attention mechanism. We incorporate the hybrid attention 
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 Fig. 1.  Network architecture of the YOLOv7. 
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mechanism module into the backbone network of YOLOv7 
to strengthen the model's ability to learn pathological features. 
Through extensive experiments, we compare the 
performance of IP-YOLOv7 with the original YOLOv7 in 
crop disease and pest detection. 

 

II. MODEL ANALYSIS 

A. YOLOv7 
YOLOv7 achieves an excellent balance between detection 

speed and accuracy by introducing strategies such as the 
Extended-Efficient Long Aware Network (E-ELAN), model 
scaling based on Concatenation-Based models, and 
convolutional reparameterization. As shown in Fig. 1, the 
Network architecture of the YOLOv7 consists of Input, 
Backbone, Head, and Basic components. The Backbone is 
composed of several CBS modules, ELAN modules, and MP 
modules. The CBS module is made up of a convolutional 
layer, a batch normalization layer, and a SiLU activation 
function. The ELAN module is composed of several 
convolutional modules, and by controlling the shortest and 
longest gradient paths, it enables more efficient learning and
convergence. The MP module is composed of a max pooling 
layer and several convolutional modules. It has two branches, 
upper and lower, which respectively perform downsampling 
on the feature maps, halving the length, width, and the 
number of channels of the image, and finally, feature fusion 
is carried out, thus improving the feature extraction ability of 
the model. During the training process, the YOLOv7 network 
adopts multiple loss functions, including coordinate loss, 
classification loss, and object existence loss. These loss 
functions jointly guide the optimization of the network 
parameters, enabling it to achieve good performance in object 
localization, classification, and detection. 

 
TABLE I 

TRAINING HYPERPARAMETER CONFIGURATION 
Hyperparameter Value 

Learning rate 0.01 
Optimization algorithms Adam 

Bach size 8 
Dropout 0.5 

Activation functions ReLU 
Epoch 150 

 
To ensure the rigor of the experimental data in this study, 

the following section will standardize the hyperparameters 
for the training of this experiment. The specific data are 
shown in Table 1. 

Common evaluation metrics include precision, recall, 
accuracy, average recognition precision, and F1 score. 

Precision (Pr) represents the proportion of true positive 
samples among the samples that have positive prediction 
results. Its calculation formula is shown in Eq. (1): 
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where, Tp represents true positive examples, Fp represents 
false positive examples, Tn represents true negative examples, 
and Fn represents false negative examples. 

Recall (Re) represents the ratio of the number of correctly 
predicted positive samples to the total number of actual 
positive samples. Its calculation formula is shown in Eq. (2): 
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Accuracy (Ac) represents the proportion of all the classes 
that are correctly predicted (positive and negative examples) 
among all the classes. Its calculation formula is shown in Eq. 
(3): 

 p n

c

p n n p

T T
A

T F T F

+
=

+ + +
 (3) 

F1 is the weighted average of precision and recall rate. Its 
calculation formula is shown in Eq. (4): 
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The average precision (AP) is defined as the area enclosed 
by the Precision-Recall curve and the X-axis, where the 
Precision is plotted on the vertical axis and the Recall on the 
horizontal axis. The model performance is best when the AP 
value is 1. The mean average precision (mAP) is the average 
of all the AP values for each category. The formulas for 
calculating AP and mAP are as shown in Eq. (5) and Eq. (6): 
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As can be seen from Fig. 2 and Fig.3, after 100 rounds of 
iterative training, the accuracy rates of the YOLOv7 model in 
both the training set and the validation set are almost 
overlapping in the latter part. This indicates that the fitting 
effect of this model is extremely good. Regarding the Loss 
value, after 100 rounds of training on the training set, the 
Loss value of the YOLOv7 model gradually approaches 0.05 
and is almost consistent with the Loss value of the validation 
set, suggesting that this model does not have overfitting and 
can generalize well to new data. The final accuracy rate of the 
training set of this model is 96.04%, and the Loss value is 
0.0459. The accuracy rate of the validation set is 95.37%, and 
the Loss value is 0.0733. 
 

 
Fig. 2. Accuracy curve of YOLOv7 model. 
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Fig. 3. Loss curve of YOLOv7 model. 

 

B. IP-YOLOv7 
Due to the diversity of crop diseases and pests, the 

diseased areas of some crops are too small, which causes 
difficulties in feature extraction by the YOLOv7 algorithm. 
Therefore, the method of YOLOv7 for recognizing disease 
and pest features still needs further improvement. 

In order to enhance the accuracy of crop disease and pest 
detection, the CBAM module is utilized to assist the model in 
improving the ability of extracting disease-related features 
and weakening that of extracting non-disease-related features. 
Here, we combine the Head module and the CBS module in 
the Backbone module of the YOLOv7 network framework 
with the mixed attention mechanism CBAM module, and the 
improved network framework is shown in Fig. 4. 

 

 
 Fig. 4. The improved network framework of YOLOv7. 

As can be seen from Fig. 5 and Fig. 6, the YOLOv7 
algorithm improved based on the attention mechanism shows 
an overall upward trend in the recognition accuracy of the 
training set during these 150 rounds of training. Although 
there is a certain degree of fluctuation in the accuracy of the 
validation set, most of it overlaps with the data of the training 
set and also shows an upward trend, which reflects the strong 
fitting ability of the improved algorithm model.  

 

 
Fig. 5. Accuracy curve of IP-YOLOv7 model. 

 
In terms of the Loss value, after 150 rounds of training on 

the training set, the Loss value of the YOLOv7 model 
gradually approaches around 0.01 and is almost the same as 
the Loss value of the validation set, indicating that this model 
does not exhibit the phenomenon of overfitting and can be 
well generalized to new data. The final accuracy of this 
model on the training set is 98.19%, and the Loss value is 
0.0413. The accuracy of the validation set is 96.50%, and the 
Loss value is 0.1385. The recognition effect of the model is 
significantly better than that of the YOLOv7 algorithm 
before the improvement. 

 

 
Fig. 6. Loss curve of IP-YOLOv7 model. 

 

III. RESULTS AND DISCUSSION 
From the data comparison in Fig. 7, it can be seen that the 

overall performance indicators of IP-YOLOv7 are superior to 
those of other tested detection algorithms under the same 
dataset. It leads in terms of average recognition accuracy, F1 
score, and mAP. The mAP value of the IP-YOLOv7 
algorithm is 3.43% higher than that of the YOLOv7  
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Fig. 7. Statistical data of F1 score, recall rate and average precision of YOLOv7 and IP-YOLOv7. 
 

 
Fig. 8. Test results of YOLOv7 and IP-YOLOv7 networks. (a) Mold leaf detection results based on YOLOv7; (b) Septoria leaf spot detection results based on 
YOLOv7; (c) Yellow leaf curl detection results based on YOLOv7; (d) Mold leaf detection results based on IP-YOLOv7; (e) Septoria leaf spot detection 
results based on IP-YOLOv7; (f) Yellow leaf curl detection results based on IP-YOLOv7. 
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algorithm, and the other indicators are basically superior to 
those of the YOLOv7 algorithm. It is worth noting that due to 
the intervention of the CBAM hybrid attention mechanism, 
the IP-YOLOv7 algorithm pays more attention to 
pathological features and pays less attention to healthy state 
features. We will further verify this from the recognition 
images. The IP-YOLOv7 algorithm with the attention 
mechanism module is superior in identifying small-scale pest 
and disease features. 

As can be observed from Fig. 8, when the YOLOv7 model 
without the attention mechanism is used to recognize these 
three types of images of plant diseases and insect pests, 
misjudgments and omissions occur. In Fig. 8(a), a part of the 
images of crop leaf mold disease is incorrectly identified as 
bacterial spot disease, and in Fig. 8(c), a blurred background 
is mistakenly recognized as crop mosaic virus disease. The 
improved IP-YOLOv7 algorithm recognition model 
demonstrates excellent recognition characteristics in these 
three types of images of plant diseases and insect pests. Due 
to the incorporation of the attention mechanism module, the 
learning of different pathological features is significantly 
enhanced, and the number of prior boxes is much larger than 
that in the YOLOv7 model. When comparing Fig. 8(e) with 
Fig. 8(f), IP-YOLOv7 does not perform corresponding 
recognition on the healthy leaves. This result is precisely 
caused by our weakening of the feature learning ability of this 
model for healthy leaves, which also reflects the success of 
incorporating the attention mechanism module from a side 
perspective. 

 

IV. CONCLUSION 
This paper addresses the issue of crop disease and pest 

detection and proposes an improved IP-YOLOv7 object 
detection algorithm based on the attention mechanism. 

When the YOLOv7 algorithm extracts small-scale crop 
disease features, the number of target feature pixels is 
relatively small, which leads to the occurrence of missing 
effective features during extraction, resulting in missed 
detections or false detections. An algorithm improvement 
was carried out. The hybrid attention mechanism was applied 
to the YOLOv7 algorithm. Through the comparison of 
experimental evaluation indicators with the YOLOv7 object 
detection algorithm, it was proved that the improved 
IP-YOLOv7 algorithm has superiority in the task of crop 
disease and pest detection. 
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