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Triangular Factors of the Inverse of
Vandermonde Matrices
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Abstract— This paper is concerned with the de-
composition of the inverses of Vandermonde matrices
as a product of one lower and one upper triangular
matrices. The algorithm proposed here is suitable for
both hand and machine computation.
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1 Introduction

Vandermonde matrices arise in many applications such
as polynomial interpolation [1], digital signal processing
[2], and control theory [3].

For a set of n distinct numbers u1, ..., uy,, the n x n

matrix
1 1 . 1
/’[/1 ’u2 “ e /’[/n
V(:ulw"a,un) = : .
T ST
n

is called a Vandermonde matrix, and its determinant is
given by the formula

detV(ul,...,un): H (ILLZilLLJ)
1<i<j<n
(see [4]). The u;’s being distinct, it follows that
V(pi, ..., fbn) is invertible.

As far as the inverse of Vandermonde matrix
V(u1, ..., ) is concerned, a number of explicit formulas
and computational schemes for the entries of the inverse
have been given in [4], [5] and [6]. Recently, a recursive
algorithm for inverting Vandermonde matrix as well as
its confluent type has also been given in [7].

In this note we present a decomposition formula express-
ing the inverse V=1(uq,...,u,) as a product of two tri-
angular matrices whose elements are easily computed by
means of recursive algorithms.
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2 Triangular decomposition

Consider the polynomials:

’(/)1(5) = 17
Yi(s) = (s — pj-1)j-1(s)
= H(s—,uk), ji=2,...,n.
k=1

Let L be the n x n matrix whose rows are associated with
the coefficients of the polynomials 1, ..., ,. Notation-

ally,
P1(s)
s a(s)
L : = .
Sn;l Q/Jn(s)

It is clear from the construction of the polynomials
Y1,...,1, that the rows of L can be recursively com-
puted (see Appendix), and that L is lower triangular with
1’s on the main diagonal since the leading coefficient of
each of the polynomials 1, ...,%, is 1.

Then the inverse V=1(uq,. .., u,) factors into two n x n
matrices as

Vw1, .., pn) = HL.

The n x n matrix H appearing in this decomposition
turns out to be upper triangular and is characterized by
the theorem below (see [8]).

Theorem 1 The n X n matrix

H= [ h; hy h, }
is upper triangular, and its column vectors hy, ..., h, can
be recursively computed by the following scheme:
Let
T
d(s)i=[pm—s p—s — pu—s]
Then
hi—l :ht*d(/h), i:n,n—l,...,Q,
ending at
hy=[1, 0 0]".
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The initial vector so that
T 1 0 0 0
hyi=[a e - e ] 1 1 0 0
L =
. 4 . . . -2 1 10
is determined from the partial fraction expansion 6 -5 -2 1

1 cq Co Cn,

+ +- 4+ .
(s—p1)-(s—pn) s—p1  S—p S — Hn To determine the upper triangular matrix H in the tri-
angular decomposition

Remark. (a) Here the symbol ‘.x’ denotes array multi-

plication as defined by V7i(1,-2, 3,-1) = HL,

Ul 01 ULV we proceed first by constructing the vector
. = .
w, o . ds)=[1-s —-2-s 3-s —1—s |
(b) Let and expanding
Yny1(8) == (s — 1)+ (8 — pin)- 1 1 1 1
1 _ 1, 1 a0 8
Then (s—D(s+2)(s=3)(s+1) s—1 s+2 s—3 s+1
-1
1 - to get the initial column vector
G =07 5= H (i — px) &
'rL+1(:u’l) k=1, k#i

hy=[-4 -1 1L

1T
2 15405}'

-

Corollary 1 The upper triangular matriz H = [hijlnxn  Then according to the recursive scheme given in Theorem

is given by 1, we have
1 . . .
h“_{ TGy 1] hy = hysd(-1)
iy =
it 0> 1 1 1 17T T
0 i i>j = [-% -5 © 5] *[2 -1 4 0]
11 1 T
= [~} % % 0]
6 15 10
3 Example
Let us consider the 4 x 4 Vandermonde matrix hy = hs +d(3)
11 1 T T
1 ; é } =[5 %5 w 0] -x[-2 -5 0 —4]
_ 1) = - - 1 1 T
VL=23-D=1, 4 o9 ; = [3 -3 00]
1 -8 27 -1
which has inverse hy = hy. xd(-2)
- 7 . = [i -1 T 11"
i 5 0 -5 [ 3 300T} «[3 05 1]
111 1 = [1 00 0]
5 15 5 15
V71, -2, 3,-1) = 1 1 1 L Hence
20 0 20 0
3 _5 _1 1 ri1 1 1 7
1 8 1 8 3 6 2
- - 1 1 1
0 -3 % —%
In this case the polynomials #1,...,14 are easily com- H= [ h; hy h; hy } 1o 0 1_1O %
puted recursively to be )
0 0 0 3
1[)1(5) =1 L -
va(s) = (s—1)u(s)=—1+s ) It is easy to check that
P3(s) = (s+2)1ha(s)=—-2+s+s
Pu(s) = (s—3)h3(s) = 6 —55—2s? + 53 HL =V~ 1(1,-2, 3,-1),
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that is [7] Hou, S.H. and Pang, W.K., “Inversion of Confluent
Vandermonde Matrices,” Computers and Mathemat-

- 1 1 1 A
1 3 "6 12 ics with Application, V43, pp. 1539-1547, 2002.
1 1 1 1 0 0 0
0 -5 % 15 [8] Hou, S.H. and Hou, E., “The Triangular Decompo-
-1 1 0 0 .
0 0 L 1 _9 1 10 sition of the Inverse of Confluent Vandermonde Ma-
10 40 6 —5 —9 1 trices”.
1
o o o 1
- 1 7 1 A
2 13 0 -5
1 1 1 _ 1
5 15 5 15
= 1 _1 1 1
20 0 20 10
3 _5 _1 1
4 8 1 B
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5 Appendix

The element l;; of the n x n lower triangular matrix
L = [l;;] may be recursively computed by the Matlab
routine:
H= [Hlv'- 7Nn]a
n =length(p);
L =eye(n);
fori=1:n—-1
L(+1,1) = —p(i) * L, 1);
forj=2:14
end
end
disp(L)
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