
 
 

 

  
Abstract—To aim at time-variant or uncertain network 

delays in the hybrid networked control systems (HNCS) of the 
wired and wireless, as well as Smith predictor models and real 
models of the controlled plants might be mismatch, a novel 
approach is proposed that a new Smith predictor combined 
with fuzzy immune control for the HNCS. Because new Smith 
predictor hides predictor models of the network delays into real 
network data transmission processes, further all network delays 
no longer need to be measured, identified or estimated on-line. 
It is applicable to some occasions that network delays are 
random, time-variant or uncertain, possibly large compared to 
one, even tens sampling periods, at the same time, there are 
some data dropouts in closed loops. Based on IEEE 802.11 b/g 
(WLAN) and CSMA/CD (Ethernet) respectively in the inner 
and outer closed loops, the results of simulation show validity of 
the control scheme, and indicate that system has better dynamic 
performance and robustness. 
 

Index Terms—Hybrid networked control systems (HNCS), 
wireless networked control systems (WNCS), network delay, 
Smith predictor.  
 

I. INTRODUCTION 
A wireless networked control systems (WNCS) is one in 

which a control loop is closed via the wireless network. The 
WNCS have many compelling applications, for example, the 
wireless sensor networks have found important applications 
in environmental monitoring, agriculture, building and 
industrial automation, machine condition monitoring, 
intelligent transportation systems, health care, surveillance, 
and defense. On the other hand, there has also been an 
increasing trend for control systems to utilize digital 
communication networks for exchanging information 
between sensor and controller and/or controller and actuator 
as well as between subsystems or systems that share the same 
communication networks due to flexibility and significant 
cost saving introduced by networks.  

The network is a factor that should not be neglected 
because of the use of the communication network shared by 
other applications, and communication delays and packet 
losses may occur [1]-[4]. These issues become more 
significant in wireless where there commonly exist the fading 
time varying throughput in the communication channels as 
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well as the constraints and uncertainties, such as, the limited 
energy, bandwidth, and computing power, channel fading, 
time varying capacity, out-of-sequence data, transmission 
delays, packet losses, etc. There is an imperative need for 
new theory and algorithms for control, estimation and 
decision making that take these uncertainties and constraints 
into consideration and address interplay among 
communication, computing and control. These problems 
have stimulated a strong research interest in the WNCS 
within the control community. 

Many of the research works based on assuming the 
network delay is constant [5]-[7], or distribution is known, or 
delay is shorter than one sampling period, delay through the 
introduction of buffer is larger than one sampling period [8]. 
Based on Smith predictor, but need to measured on-line, 
identified or  estimated network delays[9]-[11], etc. These 
overfull postulates might produce impractical results and 
might limit their applications. Although delay is an important 
factor that needs to be considered for control systems 
implemented over industrial network, it has not been well 
defined or studied by standards organizations defining 
network protocols [12]. 

The biology immune system is characterized by its strong 
robustness and self-adaptability even when encountering 
many disturbances and uncertain conditions. It has become a 
new research field as an intelligent information process 
system after the neural network and evolutionary 
computation [13], and has obtained some research fruits [14], 
such as pattern recognition, robot control, adaptive control 
etc. Besides, fuzzy controller can realize any linear and 
nonlinear functions. Therefore, based on the immune 
feedback law, some studies [15]-[18] further proposed fuzzy 
immune control to advance the control performance such as 
robust and adaptive ability. 

In this paper, a novel approach is proposed that new Smith 
predictor combined with the fuzzy immune control for the 
hybrid networked control systems (HNCS) of the wired and 
wireless. It enhances the system robustness and realizes 
double Smith dynamic prediction compensations for the 
delays of the network and controlled plants. Furthermore, the 
network delays in the return network paths can totally be 
eliminate, while remove the all delays in the forward path 
from the loops. Therefore, the traffics on the return network 
paths do not need to be scheduled, thereby allows utilizing 
the capacity of the communication channel more effectively 
than static or dynamic scheduling could, and simultaneously 
increases system robustness when there are data dropouts in 
return network paths. Where network delays are allowed to 
be random, time-variant and uncertain, possibly large 
compared to one, even tens sampling periods and they are no 
need to be measured, identified or estimated on line. Based 
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Fig. 1   Structure of the WNCS. 

Fig. 2   WNCS with Smith predictor  

on IEEE 802.11 b/g (WLAN) in the inner closed loop and 
CSMA/CD (Ethernet) in the outer closed loop, the results of 
simulation show validity of the control scheme, and indicate 
that system of the HNCS has better dynamic performance and 
robustness. 
   This paper is organized for the four sections as follows: 
section II analyzes the Smith predictor and proposes a new 
Smith predictor for the WNCS and HNCS, and introduces the 
fuzzy immune control for the HNCS. The simulation is 
described in section III, and conclusions in section IV. 

II. PROBLEM DESCRIPTION 

A. Structure of the WNCS  
In the WNCS, the network delay is primary factor which 

influences on the system performance. The typical structure 
of the WNCS is shown as fig.1. 

 
 

 

 

 

 

 

 

 
 
We assume that sensor is time-driven; controller and 

actuator are event-driven, and the actuator and sensor are 
co-located on the same node. Where Gp(s) is controlled plant 
without delay, the C(s) is controller, the r and y are input and 
output of system respectively, the τsc and τca are network 
delays, the τsc is from sensor to controller, and the τca is from 
controller to actuator. The total network delay (τ = τsc + τca) is 
larger than one, even tens sampling periods. The closed loop 
transfer function is given by 
 

( ) ( ) ( ) ( ) (1 ( ) ( ) )ca ca scs s s
p py s r s C s e G s C s e G s eτ τ τ− − −= +    (1)               

 
From the (1), we can be seen that e-τ

ca
s and e-τ

sc
s have been 

contained in the denominator of the closed loop transfer 
function. They can degrade the performances of the WNCS 
and even cause system instability. 

B.   Smith Predictor for the WNCS  
The internal compensation loop is closed around controller 

side of wireless network, the Smith predictor can be 
described as Fig.2.  

 
 

 
 

         

 

 

 
 

Where Gpm(s) is prediction model of the Gp(s), the τscm and 
τcam are prediction values of the τsc and τca respectively. The 
closed loop transfer function of the system is given as follows 
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s s
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− −

= +

− +
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When τcam = τca, τscm = τsc, Gpm(s) = Gp(s), the prediction 
models can approximate the true models, the above (2) is 
reduced to 

 
( ) ( ) ( ) ( ) (1 ( ) ( ))ca s

p py s r s C s e G s C s G sτ−= +        (3) 
 

According to the (3), the fig.2 can be treated as fig.3. 

 
 

 

 
 
 
Though Smith predictor can totally eliminate the delay τsc 

in the return path, remove the delay τca in the forward path 
from the closed loop, when the prediction models can 
accurately approximate the true models, and the delays can 
be totally compensated. However, the above-mentioned 
Smith predictor has some problems:                                                         
1) It is difficult to satisfy complete compensation 

conditions. First, because of uncertainty of wireless 
network delay, it is hard to get the precise prediction 
models of the τsc and τca. Secondly, on account of the 
clock of network nodes might be asynchronous [19], it is 
difficult to get the exact values of delays by 
measurement on-line, identification or estimate. Thirdly, 
owing to network delays result in vacancy sampling and 
multi-sampling, the Smith predictor will bring errors of 
compensation model. 

2) Because network delay τca occurs in a process that is 
controller transmission data to actuator, therefore it is 
impossible that data are truly predicted in the controller 
node beforehand, no matte method is adopted, and the 
prediction error of delay τca is always existent. 

3) When network delay large compared to one, even tens 
sampling periods, a lot of memory units are required for 
storing old data, consume memory resources and 
increase calculation delays, shorten life of the wireless 
nodes. 

4) When the controlled plant includes delay τp, the 
denominator of transfer function in the (3) will contain 
exponent e-τ

p
s. Therefore, the stability of the WNCS 

should be affected. 

C.   New Smith Predictor for the WNCS 
We aim at existent problems of the fig.2, if the controlled 

plant with delay τp is know, a new Smith dynamic predictor is 
shown in Fig. 4. Where τpm is prediction value of the τp, thus 
the closed loop transfer function of the WNCS is given as 
follows 
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Fig. 4    WNCS with new Smith predictor. 
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When τpm = τp, Gpm(s) = Gp(s), the prediction models can 
accurately approximate true models, above (4) is reduced to 

 
( ) ( ) ( ) ( ) (1 ( ) ( ))pca ss

p py s r s C s e G s e C s G sττ −−= +       (5)                 
 
As can be seen from the (5), the effects of the delays have 

been completely eliminated from the denominator of the (5). 
 
 

 

 

 

 

According to the (5), the fig.4 can be treated as fig.5. 
 

 

 

 

 
From the fig.4 to fig. 5 and the (5), we can see                                        
1)     New Smith predictor realizes the double Smith dynamic 

prediction compensation on structure for the delays of 
network and dead time delay of the controlled plant. 

2)    The all delays of the forward path are removed from the 
closed loop and appear as gain blocks before the output, 
and the time-variant uncertain network delay in the 
return path is totally eliminated from the system. 
Further, it can cancel effects of the network delays and 
the dead time delay of the controlled plant for the system 
stability in the closed loop, and it enhances the control 
quality. 

3)     Because the network delays on the return path can totally 
be eliminated, therefore the traffic on the return path 
does not need to be scheduled, and the output signal of 
the sensor, whenever possible, can be transmitted back 
to remote controller node on line. This allows utilizing 
the capacity of the communication channel more 
effectively than static or dynamic scheduling could. On 
the other hand, increases system robustness when there 
are data packet dropouts on the return path of the 
WNCS.  

4)   The new Smith predictor is the real-time, on-line and 
dynamic predictor, and it doesn’t include the predictor 
models of all network delays on actualization. Because 
the information flow passed through the network delays 
which are true network delays in the data transmission 
process, therefore network delays no longer need to be 
measured, identified or estimated on line. Therefore it 
reduces the requirement of the clock synchronization of 
the nodes. Furthermore, it avoids estimate errors which 
are brought due to inaccurate model, and avoids nodes 
memory resource to be wasted when the network delays 
are identified or estimated. At the same time, it avoids 

compensation errors, which are brought by network 
delays owing to vacancy-sampling and multi-sampling. 

D.  Structure of the HNCS 
The cascade control is a common control structure in 

process control systems, servomechanisms and position 
control of the robot etc [20]. The reason for cascade control 
instead of single loop control is that it can give a much better 
compensation for disturbances, and has faster response [21]. 
Usually, a cascade control system consists of two control 
loops; an inner closed loop is embedded within an outer 
closed loop [22]. The hybrid networked control system 
(HNCS) with the cascade control structure is shown in fig.6. 
 
 

 
 
 
 
 
 

 
 
 

In the outer-loop, the r is input of system, and y is output of 
the controlled plant g1(s)e-τ

1
s. The τsc1 and τc12 are network 

delays respectively. The τsc1 is from sensor to controller c1(s), 
and the τc12 is from the c1(s) to controller c2(s). In the 
inner-loop, the y2 is output of the controlled plant g2(s)e-τ

2
s. 

The τsc2 and τca2 are wireless network delays respectively. The 
τsc2 is from sensor to the c2(s), and the τca2 is from the c2(s) to 
actuator, this actuator is used for implementing control to the 
controlled plant g2(s)e-τ

2
s. We assume that sensors are 

time-driven; controllers and actuator are event-driven. In the 
Fig.3, the closed-loop transfer function can be given by 
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From the (6), we can see that all delays have been 

contained in the denominator. Their existence will degrade 
system performance and even cause system instability. 

E.   HNCS with the New Smith Predictor  
By means of the method from the Fig.4, the system of the 

fig.6 can be treated as fig.7. 
 

 
 

 
 
 
 
 
 
 
 
 

 
The closed loop transfer function of the Fig.7 is given by  
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When g1m(s) = g1(s), g2m(s) = g2(s), τ1m = τ1, τ2m = τ2, c2m(s) = 
c2(s), above (7) is reduced to 

 
12 2 2 1

1 2 2 1
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τ τ τ τ− − − −

=
+ +

     (10) 

 
According to the Fig.7 and the (10), we can see                                       
1)    The new Smith predictor can cancel effects from the τsc1 

and τc12, the τsc2 and τca2, the τ1 and τ2 for system stability, 
and realizes double Smith dynamic prediction 
compensations for the network delays and the dead time 
delays of the controlled plants on structure. 

2)     In the Fig.7, there are no τsc1m and τc12m, τsc2m and τca2m, 
and the network delays no longer need to be measured 
on-line, identified or estimated, allow network delays to 
be random, time-variant or uncertain. If only satisfies 
g1m(s) = g1(s), g2m(s) = g2(s), τ1m = τ1, τ2m = τ2, c2m(s) = 
c2(s), the Smith predictor is always effective. 

3)     Because the nodes of the HNCS are all intelligent nodes, 
it is easy to be implemented. 

4)    The c2(s) often adopts P controller, and the c1(s) can 
adopt PID control, also adopt intelligent control strategy 
when the controlled plant is time-variant, or nonlinear, 
as well as the Smith predictor models might be 
imprecise. 

F.  Fuzzy Immune Control 
As is known, immune is a special physiological reaction in 

biosome, corresponding antibody is produced to resist 
attacking antigen, which is destroyed by phagocytosis or 
particular enzyme generated by antibody. Immune system is 
composed of antibody and lymphocyte, which is made up of 
T cells (auxiliary cell Th and suppressor cell Ts) produced by 
thymocyte and B cells created by marrow. When antigen 
invades organism and is digested by surrounding cells, 
messages are sent to Th and Ts cells, and B cell is stimulated to 
create more antibody so as to eliminate antigen. If quantity of 
antigen is large, much more auxiliary cells Th yield, but 
number of suppressor cell Ts reduces, which results in more B 
cell production; if antigen becomes less, number of Ts 
increases and that of Th decreases, which results in decrease 
of B cell. Synergism between suppressor mechanism and 
main feedback mechanism is realized via immune system 
quick response to antigen and stabilizing immune system 
[23].  

Based on the immune feedback theory, assuming the 
number of kth generation of antigen is ε(k), the output of 

auxiliary cell Th is Th(k), impact of Ts on B is Ts (k), and all 
impetus that B cell received is 

 

( ) ( ) ( )h sS k T k T k= −                             (11) 

 
Where Th(k) = k1ε(k), Ts(k) = k2f(s(k), Δs(k))ε(k). If number of 
antigen ε(k) is supposed to be equivalent to the error e(k), and 
overall impetus S(k) that B received is equivalent to u(k),  
following control scheme is gained 

 
1 2

1

( ) ( ) ( ( ), ( )) ( )
(1 ( ( ), ( ))) ( )

( )p

u k k e k k f u k u k e k
K f u k u k e k
k e k

η
= − Δ
= − Δ
=

           (12) 

 
Where K = k1 is control of response speed, kp1=K (1-ηf (u(k), 
Δu(k))) is proportional gain,  the η = k2 / k1 is used to control 
the stabilization effect, and f(u(k),Δu(k)) is a selected 
nonlinear function.  
    In order to determine f (u(k),Δu(k)), fuzzy control theory is 
utilized to acquire an approximate function. Following 
control rules are defined to determine f (u(k), Δu(k)): 
1)     If u(k) is P and Δu(k) is P then f (u(k), Δu(k)) is N. 
2)     If u(k) is P and Δu(k) is N then f (u(k), Δu(k)) is Z. 
3)     If u(k) is N and Δu(k) is P then f (u(k), Δu(k)) is Z. 
4)     If u(k) is N and Δu(k) is N then f (u(k), Δu(k)) is P. 
   In the rules above, we use fuzzy logical AND, OR 
operation of Zadeh, adopt common used anti-fuzzy way of 
mom to obtain the output f (u(k),Δu(k)) of fuzzy controller, so 
as to construct fuzzy immune PID controller. We can assure 
negative feedback when 0 ≤ η f(u(k),Δu(k))≤1, that is, assure 
the system stable, ηf(u(k),Δu(k))≥1 represents positive 
feedback control. If η = 0 or f (u(k),Δu(k)) = 0, the controller 
is just as a regular linear PID controller. So output of immune 
PID controller is 
 

1( ) ( 1) (( ( ) ( 1)) ( )

( ( ) 2 ( 1) ( 2))
p i

d

u k u k k e k e k k e k

k e k e k e k

= − + − − +

+ − − + −
       (13) 

 
While the kp1 is regulated by fuzzy immune scheme, the ki 
and kd is modified online using fuzzy control scheme to adapt 
well to different e and error change rate ec.  

III.  SIMULATION EXPERIMENT  
We select the simulation software TrueTime 1.5 [24]. In 

the inner closed loop, wireless network adopts IEEE 
802.11b/g (WLAN), data rate is 800,000 bits/s, transmit 
power is 20.00 dbm, receiver signal threshold is −48.00 dbm, 
path loss exponent is 3.5, act timeouts is 0.00004 s, error 
coding threshold is 0.03, the distance between nodes is 20 m, 
and maximum signal reach is 86.67 m. In the outer closed 
loop, the wired network adopts CSMA/CD (Ethernet), and 
data rate is 80,000 bits/s. There are some data dropouts in the 
inner and outer closed loops, and loss probability is 0.5 in 
outer closed loops. The sampling periods of the sensors are 
0.01s, and the reference signal r adopts square wave signal 
and its amplitude is from −0.5 to 0.5 in the outer closed loop.  

In the inner closed loop, we select three selfsame 
controlled plant2, plant4 and plant6. They are the first-order 
plus dead time delay systems as follows: 
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_ 0.01
_ ( ) 6 ( 2)P inner s s

p innerG s e e sτ− −= +            (14) 
 

Their predictor models are given by 
    _ 0.01

_ ( ) 6 ( 2)pm inner s s
pm innerG s e e sτ− −= +            (15) 

 
In the outer closed loop, also select three selfsame 

controlled plant1, plant3 and plant5, and they are the second 
order plus dead time delay systems as follows: 
 

_ 0.02 2
_ ( ) 1770 ( 60 1770)p outer s s

p outerG s e e s sτ− −= + +     (16)   
 
Their predictor models are given by 
 

_ 0.02 2
_ ( ) 1770 ( 60 1770)pm outer s s

pm outerG s e e s sτ− −= + +     (17)   
 

The HNCS1 and HNCS2 are composed by the plant1 and 
plant2, plant3 and plant4, respectively, simultaneously are 
implemented controls by new Smith predictor combined with 
fuzzy immune PID plus P controls, and their outputs are y1 
and y3 respectively. The HNCS3 is composed by the plant5 
and plant6, simultaneously is implemented controls by the 
fuzzy immune PID plus P control, and its output is y5. 

In order to research system robustness, we change model 
parameters of the HNCS2, and make model parameters of 
Smith predictors and true controlled plant3 and plant4 are 
mismatch. Where true controlled plant4 in the inner closed 
loop is changed from the (14) to the (17) as follows 

 
_ 0.02

_ ( ) 12 (2 5)c inner s s
c innerG s e e sτ− −= +            (17) 

 
At the same time, the controlled plant3 in the outer closed 
loop is changed from the (16) to the (18) as follows  

 
_ 0.03 2

_ ( ) 2160 ( 65 1570)c outer s s
c outerG s e e s sτ− −= + +     (18) 

 
But, the Smith predictor model parameters of true controlled 
plant3 and plant4 are always unchanged to keep the (15) and 
(17) in entire simulation process. Meanwhile, all tuned 
parameters of the controllers completely depend on the (14) 
and (16), where fuzzy immune controller parameters are K = 
0.260, ki = 0.240, kd  = 0.190, η = 0.680; and proportion gain 
of the P controller is kp-inner= 2. In the simulation process, data 
from the samplings and controls are encapsulated in the same 
data package for the wired or wireless network transmission. 

The simulation result is displayed in fig.8 to fig.16. 
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Fig.9   Network delay 1scτ is from sensor1 to controller1 

Fig.11   Network delay 2scτ is from sensor2 to controller2 

Fig. 13   Data dropout 1scd is from sensor1 to controller1 
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Fig. 14   Data dropout 12cd is from controller to actuator  
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Fig. 8        Outputs y1, y3 and y5. The y1 and y3 are new Smith predictor
combined with fuzzy immune plus P control (model 
parameters of true plant3 and plant4 with its Smith predictors
are mismatching). The y5 is fuzzy immune plus P control. 

Fig.10   Network delay 12cτ is from controller1 to controller2 
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Fig.12   Network delay 2caτ is from controller2 to actuator2 
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Fig. 15   Data dropout 2scd is from sensor2 to controller2 

Fig. 16   Data dropout 2cad is from controller2 to actuator2  
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From the fig.8 to fig.16, we can see  
1)     The network delays τsc1, τc12 and τca2 are random, 

time-variant or uncertain, and τsc2 is time-variant. The 
maximums of the τsc1, τc12 and τca2 are respectively 
0.308s, 0.138s and 0.122s, their all exceed ten 
sampling periods (one sampling period is 0.01s).  

2)     In the outer closed loop, the data packet dropout dsc1 
maximum is 7, and the dc12 is 18. In the inner closed 
loop, the dsc2 maximum is 1, and the dca2 is 2. 
However lost messages consume the network 
bandwidth, but never arrive at the destination. 

3)     The y1 (thick dot line) and y3 (thick real line) is 
timely in tracking square wave in the fig.8, and the 
overshoot is less, they completely satisfies 
performance requirement. At the same time, it also 
indicates that systems with new Smith predictor have 
stronger robustness although the true model 
parameters of the plant3 and plant4 are mismatching 
to compare with their Smith predictor model 
parameters. 

4)     The y5 give overshoot at 1.385s, along with increase 
and fluctuation of the network delays and data 
dropouts. Finally, results in system instability after 
3.115s, therefore the y5 doesn’t satisfy requirement.  

Simulation results show that new Smith predictor 
combined with fuzzy immune control is effective for the 
HNCS.  

III. CONCLUSION 
In order to overcome influences of network delays, a novel 

approach is proposed that new Smith predictor combined 
with fuzzy immune control for the HNCS. Its structure is 
simple, and has stronger robustness. Therefore it will have 
wide engineering application prospect. 
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