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Revisit Consensus with Dual Fallible
Communication in Cloud Computing

K.Q. Yan, S.C. Wang, S.S. Wang, C.P. Huang

Abstract—Today, the network bandwidth increased and
hardware devices have continuously to enhanced, resulting the
vigorous development of the internet. Nowadays, cloud
computing is using the low-power hosts to achieve high
reliability that will be to ensure the ability to be better.
However, the high capability most with high fault-tolerant by
distributed systems, consensus problems will have an impact
on the system node to complete the task of it. In previous works,
consensus as a variety of connected networks is discussed with
fallible components and is proposed a protocol to solve the
consensus problem. In this paper, the consensus problem in
topology of cloud computing is revisited. The proposed protocol,
Dual Consensus Protocol for Cloud Computing (DCPCC), is
supported to solve the consensus with malicious and dormant
fault with transmission media. The DCPCC protocol can reach
consensus with minimal rounds of message exchange and
tolerate the maximal number of allowable components.

Index Terms—Consensus, Cloud Computing, Distributed
System, Fault Tolerant.

I. INTRODUCTION

In a distributed computing system, nodes allocated to
different places or in separate units are connected together
so that they may collectively be used to greater advantage.
Each node in the system exchanges information with one
another. Therefore, a task in a distributed system must
achieve agreement. Notable examples of such tasks include
the two-phase commitment in a distributed database system
[7], the whereabouts of a replicated file in a distributed
environment [8], and the task of landing a plane controlled
by a flight path system [12].

Today, the network bandwidth and hardware devices have
continuously to enhancing, then to generate the vigorous and
the rapid development of internet applications made under
the more diversification. However, the new concept of cloud
computing has appeared now [6,8,11]. It has greatly
encouraged distributed system design and practice to support
user-oriented services [11]. However, there are many
applications of cloud computing are to bring for the
convenience of users, such as Google G-mail.
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In cloud computing, the low-power hosts are used to
ensure the high reliability [6]. However, the high capability
most with high fault-tolerant by distributed systems,
consistency problems will have an impact on the system node
to complete the task of it. For users, the system needs to
provide better reliability and fluency. In this paper, a
topology of cloud computing is adapted to use [4]. Moreover,
the consensus problem on this topology with failure of
component will be discussed.

The symptom of a faulty communication media is
classified into two types [3,9,10], dormant fault and
malicious fault. The dormant fault of a fallible component is
a crash or stuck-at fault. The symptom of a faulty component
is usually unrestrained, and is commonly called malicious
fault [7]. A malicious fault is unpredictable, and the
behaviors of the other failure types can be treated as a special
case of malicious fault [9]. In this paper, the consensus with
malicious and dormant faulty transmission media in cloud
computing will be solved. The proposed protocol DCPCC
can make all correct nodes to reach consensus with the
minimal number of message exchanges and tolerant the
maximal number of allowable fallible transmission media.

The remainder of this paper has organized as follows.
Section 2 discusses the topology of cloud computing. The
concept of DCPCC is shown in Section 3. An example is
given in Section 4. Section 5 concludes this paper.

II. RELATED WORK

In this section, the topology of cloud computing and the
related results of consensus are discussed.

A. Topology of Cloud Computing

Fig. 1 is a topology of cloud computing with two-lever
groups is using in our research. The characteristics of the
network topology are shown in follow:

1) The user request of service needs is received by nodes in
the A-level group. Therefore, the capability of A-level
group’s node is better than the B-level group’s node. In
addition, the nodes of A-level group can communicate
with each other in the same group directly.

2) The application service is provided by nodes in the
B-level group’s node. Hence, there are many nodes in
B-level group. According to the property of nodes, the
nodes are clustered in to cluster B; where 1<i<c, and c,
is the total number of clusters in B-level group.

3)For the reliable communication, the redundant
transmission media are used to connect between
A-level group and B-level group [1].
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Fig. 1. The network topology of cloud computing
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B. Consensus Problem

Cloud computing is a new computing concept of
distributed system [6,11], that the nodes are interconnected
with the Internet; the network is assumed reliable and
synchronous. Achieving consensus on a same value in a
distributed system, even if certain components in distributed
system were failed, the protocols are required so that systems
still can be executed correctly [5].

The unanimous problem the first studied by Lamport [2]
and that is called the Byzantine Agreement (BA). A closely
related sub-problem, the consensus problem, has been
extensively studied [3,5,7,9,10] as well. The protocols are
defined with solutions, which hope to use the minimum
number of rounds of message exchange to achieve the
maximum number of allowable faulty capability then to
achieve a consensus [12]. In this paper, we have to be
concerned with the solution of consensus problem. The
definition of the problem is to make the correct nodes in an n
nodes distributed system of cloud computing to reach
consensus [7]. Every node chooses an initial value to start
with, and communicates to each other by exchanging
messages. All nodes are referred to make a consensus if they
satisfy the following conditions [2]:

(Agreement): All correct nodes agree on a common value.

(Validity):  If the source node is correct, then all correct
nodes shall agree on the initial value of source
node.

In a consensus problem, many cases are based on the
assumption of node failure in a fail-safe network [5]. From
this viewpoint, a transmission medium fault is treated as a
node fault, regardless of the validity of an innocent node;
hence, an innocent node does not involve a consensus. This
assumption is unreasonable, for it violates the definition of
consensus that all correct nodes should agree on a common
value [5]. Therefore, it is important to propose a protocol to
solve consensus problem in a topology of cloud computing
with fallible transmission media. In this study, the consensus
problem will be solved with dual transmission media failure
mode (both dormant fault and malicious fault).

III. DUAL CONSENSUS PROTOCOL FOR CLOUD COMPUTING

In this study, the proposed protocol, Dual Consensus
Protocol for Cloud Computing (DCPCC), is invoked to solve
the consensus problem due to faulty transmission media in
cloud computing including three part, the group agreement
process, inter agreement process and consensus agreement
process.

The mainly work of the group agreement process is
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collecting the user request from A-level group’s nodes to
decide an initial value of each node. Subsequently, the
A-level group’s node forwards its value to B-level group’s
nodes in inter agreement process. In the inter agreement
process, each node in B-level group’s cluster will received
many copies of initial value by using redundant transmission
media between A-level group and B-level group that is sent
from A-level group’s node and to determine the initial value
of the cluster. The consensus agreement process is collecting
the service request from the nodes of B-level group’s cluster
to reach a consensus. The proposed protocol DCPCC is
presented in Fig. 2.

DCPCC protocol
Group agreement process
— Each node of A-level group calls procedure
message-gathering(A-level group) to obtain the consensus
value DEC,; of A-level group.
Inter agreement process
— The node in A-level group broadcasts the DECy; to
B-level group by using redundant transmission media
between A-level group and B-level group.
— Node in B-level group’s cluster receives DECa; and
broadcasts to other nodes in the same cluster.
— Eachnode in the same cluster takes the majority value of the
received values as the initial value of each one.
Consensus agreement process
— Each node of B-level group’s cluster calls procedure
message-gathering(B-level group) to obtain the consensus
value DECg; of B-level group’s cluster.

Procedure message-gathering (i-th node of X-level group with
initial value v;)
Message Exchange Phase:
Round 1:
Node i broadcasts v;, then receives the initial value from the
other nodes in the same cluster, and construct vector V;. If a
dormant fault was found, it will be set to A by the receiver
standing for a dormant fault.
Round 2:
Node i broadcasts V;, then receives column vectors broadcasted
by other nodes, and construct MATx;.
Decision Making Phase:
Step 1: Each A value is eliminated and does not join to majority.
Step 2: Take the majority value of each column k£ of MATx; to
MAIk.
Step 3: Search for row k of MAJy. If (IMAJx= —v;), then
DECxi=¢; else if (IMAJ.=Q) AND (vii=v;), then
DECxi:=¢; else DECxi:= v;, and terminate.

Procedure MAT (i-th node of X-level group with initial value v;)

Step 1: Receive the initial value v; from node j, for 1<j <n and j#i.
Step 2: Construct the vector Vi=[v,, va,..., V4], 1<$j<n and j # 1.
Step 3: Broadcast V; to all nodes, and receive column vector V;
from node j, 1<j<n.
Step 4: Construct a MATx; (Setting the vector v; in column j, for
1<j<n).
Fig. 2. The DCPCC protocol to reach consensus

The group agreement process has message exchange
phase and decision making phase. The message exchange
phase needs to collect enough messages from A-level group’s
nodes. In second phase of group agreement process, the
decision making phase, each correct A-level group’s node i
computes a common value DEC,; by applying the majority
voting function to messages, collected by message exchange
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phase to reach an agreement.
In the inter agreement process, the node in A-level group
broadcasts the DECj; to B-level group by using redundant

transmission media between A-level group and B-level group.

The node in B-level group’s cluster receives DEC,; in the
first round; and broadcasts the vector to other nodes in the
same cluster with second round of message exchange phase.
Each node in the same cluster takes the majority value of the
received values in the decision making phase then the initial
value of each one is obtained.

There are message exchange phase and decision making
phase in the consensus agreement process too. In the first
round of message exchange phase, each node in the same
cluster of B-level group broadcasts the initial value obtained
from inter agreement process to other nodes and receives the
other node’s initial values in the same cluster. And, in the
second round of message exchange phase, node i broadcasts
the received values in the first round to other nodes and
receives the other node’s values in the same cluster to
construct a MATg;. In the decision making phase, a majority
value DECg; of MATy; is taken. Moreover, for simplicity, if a
dormant transmission medium was found in message
exchange phase, it will be set to A by the receiver standing for
a dormant fault. Afterward, in the decision making phase,
eachA will be eliminated first since it represents a dormant
faulty. Finally, the consensus of each correct node is reached.

1V. EXAMPLE OF EXECUTING DCPCC

Subsequently, an example of executing the DCPCC
protocol based on the cloud computing is shown in Fig. 3 and
illustrated as follows.

The example with cluster of A as A-level group is
illustrated in Fig.4. In the first round of message exchange in
group agreement process, each node i multicasts its initial
value v; to all other nodes in the A-level group, and receives
the initial value of other nodes as well, as shown in Fig. 5(a).
Then, each node uses the received message to construct
vector V; as shown in Fig. 5(b). In the second round of
message exchange in group agreement process, each node
multicasts its vector V; and receives the vectors from other
nodes to construct the matrix MAT ;. Finally, the decision
making phase takes the majority value of MATy; to construct
the matrix MAJ;, as shown in Fig. 5(c), and achieves the
common value DEC,; (= 1) of A-level group.

In the inter agreement process, an example of cluster B, is
shown in Fig. 6. The node in A-level group received the
DEC,; (= 1) then broadcasts this value to B-level group by
using redundant transmission media between A-level group.
The values received of cluster B, are sent from nodes of
A-level group are shown in Fig. 7(a). Then, the nodes have
the DEC,;, broadcasts the received value DECy,; to each node
in the same cluster as shown in Fig. 7(b). Finally, each node
takes the majority value of the received values as the initial
value of each one, as shown in Fig. 7(c).

The example of cluster Byis shown in Fig. 8. In the infer
agreement process, each node i of B-level group’s cluster by
using the initial value obtained then broadcasts its initial
value v; to all other nodes in the same cluster. And, in the first
round of message exchange in consensus agreement process,
and receives the initial value of other nodes in the same
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cluster as well, as shown in Fig. 9(a). Then, each node uses
the received message to construct vector V; as shown in Fig.
9(b). In the second round of message exchange in consensus
agreement process, each node multicasts its vector V; and
receives the vectors from other nodes to construct the matrix
MATGg;. Finally, the decision making phase, each A value is
eliminated and does not join to majority. Then, each node
takes the majority value of MATg; to construct the matrix
MAIJg;, as shown in Fig. 9(c), and achieves the common value
DECs; (= 1) of B-level group’s node.

++weenee T Dormant Fault TM & ITM
,,,,,, * Malicious Fault TM & ITM

: Dormant Fault TM & ITM
77777777 : Malicious Fault TM & ITM

Fig. 4. Example of A-level Group as cluster of A

Al | A | Ay | Ag | As | Ag | Ay
1 1 1 1 1 1 1
Fig. 5(a). Initial value of each node

Al [A | A3 | Ay | As | Ag | Ay

A 1 1 1 A 1 1 A
A, 1 1 1 1 0 A A
A | 0 1 1 1 A A 1
Ay | A 1 1 1 A 1 0
As 1 0 A A 1 1 1
Ag 1 A A 1 0 1 1
A; | A A 1 0 1 1 1

Fig. 5(b). The vector received in first round
Al | Ay | Ay | Ay | As | Ag | Ay

1|1 | 1|2 111|424

1L |10 2|0 Ar]| 4

O 1|0 A2 |X]| A |4

M| 1L | I |42 ]|X| 1| 2| DECa=
L1002 |1]1]24 1

L | A 4|40 1]24

Al Al I 1211112

1 1 6 X2 1 1 A

MAJAI of MATAI

Al | Ay | Ay | Ay | As | Ag | Ay

1L | 1|1 | X |02 ]2

L 1|11 01|2]24

o1 |1 |1 1] 2]24

Al 1L | 1|1 ]| 42|42/ 4 | DECa=
L1 O | A | X |0 2] 4 1
LA | A 10|24

Al A 110102 ]2

1 1 1 1 0 X A

MAJ A2 of MAT A2
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A | Ay | Ay | Ay | As | Ag | Ay
0|1 1 M| A | 4] A
0|1 1 1L | 4|4 A
0|1 1 1|4 ] 4 1
y) 1 1 1 | 4 | 42| 0 | DECas=
0|0 | A | A]| 4|4 1 1
1 | M| X | 1|42 ] 4 1
A A1 01414 1
0 1 1 I 2 a1
MAJA3 of MATA3
Al | Ay | Ay | Ay | As | Ag | Ay
2 1 1 A A 1| 4
y) 1 1 1L |4 | A0
2 1 1 1 | 4| A| 1
y) 1 1 1|4 1 0 | DECas=
A1 O | A A4 1| 1 1
A A | A 1|4 1 0
A 1A ]l 0] 4 1 | 1
A1 1 1 A 1 0
MAJ A4 of MAT A4
Al | Ay | Ay | Ay | As | Ag | Ay
1 |1 | 4| 4 1| 1|
1 0| 2|4 |0 42 |A
O |1 |42 |42 ]| X]0]1
A 1 A A A 0 0 DEC A5
1 0| 4| 4 1|1 1 1
L | A | 4| 4]0]0 )1
A1 O | 4|2 1 011
1 6 A A 1 0 1
MAJA5 of MATA5
Al | Ay | Ay | Ay | As | Ag | Ay
1 | 2| 4| A |1 1 A
1 | 4| 4 10| A | A
0| 4| 4 | A W
A A 4 110 |1 0 | DECa¢=
1 | 2| 4| A |1 1 1 1
1 | 4| 4 1|1 1 1
Al A | 4101 1 1
1 /Y N | 1 1 1
MAJ A6 of MAT A6
Al | Ay | Ay | Ay | As | Ag | Ay
A | A 1| 4 1 1 A
A | A 1 0|0 | A ]| A
A | A 1 0| x| A1
A | 2 1|1 (A1 0 | DECa7=
A A | A2 1 1 1 1
Al A | A|1]O0 1 1
A | 2 1 0 |1 1 1
/Y N | 0 1 1 1
MAJ A7 of MAT A7

Fig. 5(c). Construct MAT in second round and MAJ of
MAT as decision value with node in A-level Group

B-lew:

Grou

el
D
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Fig. 6. Example of cluster B, in inter agreement process

By | Bys | Boy

B,.

5 B2-6

1 1 0 A

A

Fig. 7(a). Received value of B-level group’s cluster B, from

nodes of A-level group

Byi | Boo | Bos | Bou | Bos | Bog
B, 1 0 A A 1 1
B, | 1 1 1 1 1 1
Bos| A 1 1 1 1 0
Bos| A 0 0 0 0 0
B.s | A A A 0 A A
Bos| A A 0 A A A
Fig. 7(b). Received vectors of cluster B,’s nodes in first round
By | Boo | Bos | Bou | Bas | Bog
1 0 2 2 1 1
1 1 2 2 1 1
A 0 2 2 1 0
vl o | 2| 2| o | o |PECT
A 2 2 2 A A
A 0 2 2 A A
1 0 A A 1 0
MAJBz_l of MATBz_
By | Boo | Bos | Bou | Bas | Bog
0 0 A A 2 2
1 1 1 1 2 2
0 1 1 1 2 2
Ao oo a2 | PR
2 A A 0 2 2
0 A 0 A 2 2
0 0 0 0 A A
MAJBz_z of MATBz_z
Byi | Boo [ Bos | Bou | Bas | Bog
2 0 A A 1 0
2 1 1 1 1 1
2 1 1 1 1 0
Ao oo o] o [P
2 A A 0 A 0
2 A 0 A A 2
A 0 0 0 1 0
MAJBz 3 of MATB2_3
By | Boo | Bos | Bou | Bas | Bog
2 0 A A 0 1
2 1 1 1 1 1
2 1 1 1 0 0
Ao oo | o | o |PEmT
2 A A 0 2 A
2 A 0 A 0 A
A 0 0 0 0 0
MAJ32_4 of MATBz_4
Byi | Boo | Bos | Bou | Bas | Bog
1 2 A 0 1 1
1 2 1 1 1 1
A 2 1 0 1 0
|4l o| o] oo |PEEs
A 2 A 0 A A
A 2 0 0 A A
1 A 0 0 1 0
MAJBz_s of MATBz_s
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Fig. 7(c). Construct MATjg; in second round and MAJg, of
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Fig. 9(b). Received vectors of cluster B,’s nodes in first round
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V. FAULT TOLERANCE CAPABILITY ANALYSIS

According to literatures [12], we may obtain a protocol
which can tolerate the transmission media faults in a system
provided that [ ¢/2]-1 faulty transmission media where ¢ is
the connectivity of network [12]. However, the results are not
appropriate for the cloud computing environment. We can
drop a fault tolerance capability for cloud computing
environment of topology as follows.

To cope with the network topology of cloud computing, the
notations and parameters of this network topology are shown
as follows:

Notation Discussion

TM;:  The transmission media between node i and node j.

1TM: The transmission media between A-level and
B-level group.

n: The number of nodes in topology with cluster.

c: The connectivity of network topology.

fdrw: The number of faulty transmission media with the
dormant fault in each cluster.

fmny:  The number of faulty transmission media with the
malicious fault in each cluster.

fdirv: The number of faulty transmission media with the
dormant fault between A-level and B-level group.

fmimy: The number of faulty transmission media with the
malicious fault between A-level and B-level group.

v The number as tolerate faults of transmission media.

1) A correct receiving node can detect the dormant faulty
sending node by DCPCC as group agreement process and
consensus agreement process. In protocol with group
agreement process and consensus agreement process,
value of A is to declare the dormant fault of topology.

c<n-1, deM Sl_ c/2J - cZ2deM

2) In group agreement process and consensus agreement
process, each node can through decision making phase of
DCPCC to remove the influence of malicious faulty
transmission media. Each node collects enough value
then after to execute decision making phase, the influence
of malicious faulty transmission media can be removed.

c<n-1, fmTM Sl_ c/BJ

3) In inter agreement process, the correct node in B-level
group’s cluster collects the value sent from A-level nodes
and takes the majority value then the initial value of each
node can be obtained.

Sl_ [TM/2J , fin

- cZBfmTM +1

| ITMI3 | ITM 2 fd

H iy v 1 T
4) The maximum number of allowable dual faulty
transmission media by DCPCC is:

!fTM Z(2deA4 +fmTM )+2fd[TM +fm[TM

=> fmTM Sl_ c/BJ , fm[TM Sl_ c/BJ

ISBN: 978-988-17012-2-0

In group agreement process and consensus agreement
Process, ¢23TM;+1 is gotten; and in inter agreement process,

¢>3I1TM +118 obtained, hence, 23y, + is gained.

VI. CONCLUSION

According to previous studies [3,5,7,9,10], the network
topology plays an important role in the consensus problem.
The consensus problem with the fault-tolerance capacity is a
fundamental problem in the distributed environment [5,7].
The problem has been studied by various kinds of network
model in the past [7]. In this paper, DCPCC is proposed to
make all correct nodes reaching consensus. However, the
consensus problem on dual transmission media failures in
topology of cloud computing is revisited. The fault-tolerance
capacity is enhanced by DCPCC.
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