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Abstract—With the rapid increase of the volume of
digital image collections, effective concept-based im-
age retrieval has been became an important research
issue. The effectiveness of image retrieval depends on
meaningful indexing. In this paper, we propose an
extension of image indexing models which utilizes a
knowledge framework with adaptive segmentation of
HSV color space. Experiments have been performed
to evaluate the performance of this approach, and the
results show that a good degree of retrieval effective-
ness may be attained.
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1 Introduction and related work

With the rapid increase of the volume of digital image
collections, image retrieval has been become one of the
most research area. As the number of images available
in online repositories is growing dramatically, exploring
the frontier between image and language is an interesting
and challenging task.

Most important elements in a retrieval system are the
features used to express an image and image features can
be divided between two main categories: concept-based
image retrieval and content-based image retrieval. The
former focuses on retrieval by objects and high-level con-
cepts, while the latter focuses on the low-level visual fea-
tures of the image.

Content-based image retrieval, the problem of search-
ing large image repositories according to image con-
tent, has been the subject of a significant amount of
research in the last decade. These methods aim at ac-
cessing the knowledge embedded in images by extract
low-level visual features and capturing image similar-
ity by relying on some specific characteristic of images.
Typically, these models are based on color, texture and
shape [25, 22, 9, 13, 33, 10, 30, 4, 6]. Some studies
[17, 8, 29, 15, 11, 23] of image segmentation using im-
age partitions, sign detection, region segmentation tech-
niques while some studies rely on compute general sim-
ilarity between images based on statistical image prop-
erties [18, 3, 27, 2, 26, 1, 21]. Researches on semantic
retrieval of the image database [22, 9, 13, 33, 10, 30, 14]
combined with a region based image decomposition is

used, which aims to extract semantic properties of images
based on spatial distribution of color and texture prop-
erties. The advantage of content-based image retrieval
methods are they do not incur any indexing cost as they
can be extracted by automatic algorithms.

Concept-based image retrieval is to create a set of meta-
data to describe the images content, namely, concept in-
dexing. Some studies [20, 11] include users in a search
loop with a relevance feedback mechanism to adapt the
search parameters based on user feedback. Some re-
searches [5] focuses on implicit image indexing which in-
volve an implicit and, in consequence, augments the orig-
inal indexes with additional concepts that are related to
the query. With the advent of Semantic Web technol-
ogy, knowledge is playing a key role as the core element
of knowledge representation architecture. Some effort
[12, 24, 28, 7, 19] has been made for image retrieval using
Semantic Web techniques.

We propose an integrated framework for image retrieval
based on generative modelling approaches. In [31, 32], a
semantic indexing technique named Automatic Semantic
Annotation (ASA) approach is developed which is based
on the use of image parametric dimensions and metadata.
Using decision trees and rule induction, a rule-based ap-
proach to formulate explicit annotations for images fully
automatically is developed, so that, semantic query such
as ”night scene of Arch of Triumph in Paris in winter” can
be answered and indexed purely by machine. In this pa-
per, we propose an extension of such image indexing mod-
els by using knowledge-based expansion and contextual
feature-based index expansion. Experimental evidence
on more than 100,000 web images and over 990,000 tags
shows that semantically meaningful retrieval are inferred
and it is able to deliver highly competent performance.

2 A Knowledge Framework for Image
Retrieval

Our approach provides operations to perform image re-
trieval with knowledge meaningfully augmented. It aims
in introducing concept augmentation into the image re-
trieval problem and using the sub-objects as surrogate
terms for general queries is to improve the precision since,
in certain applications, the presence of particular objects
in an image often implies the occurrence of other objects.
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Figure 1: Hierarchical expansion

The application of such inferences will allow the concept
of an image to be automatically expanded.

Aggregation hierarchical expansion is a particularly use-
ful technique, which relates to the aggregation hierarchy
of sub-objects that constitute an object. These can be
classified into two categories, concrete and abstract hi-
erarchical expansion. Concrete hierarchical expansion is
the relevant objects are well-defined (Fig. 1). For exam-
ple, an concept ”wedding” expanded to bridge, groom,
flower, wedding cake. Abstract hierarchical expansion is
the objects are not concretely defined. Although ”con-
flict” is not a definite visual object, it contains certain
common characteristics.

In order to perform direct extraction of high-level se-
mantic content automatically, we establish associations
between low-level features with high-level concepts, and
such associations take the following forms. In the con-
textual feature-based expansion, the presence of certain
low-level features F may suggest a finite number of m
object possibilities. Sometimes, a combination of basic
features may be used to infer the presence of high-level
concepts for inclusion in the semantic index.

The presence of certain basic features alone may not be
sufficient to infer the presence of specific objects, but such
features if augmented by additional information may lead
to meaningful inferences. When a particularly context is
known, a concept may be indexed more precisely. Such
contextual information will typically be provided through
knowledge-based expansion, which may lead to the cre-
ation of a new index term, or a revision of the score of an
existing index term. An iterative feedback loop will be
risen where the determination of new objects will lead to
new meaningful feature-object combinations, where fur-
ther objects may be determined.

The quality assessment of the machine-inferred bound-
aries between parts of the depicted scenes is based on
the precision. Thus, our system is measured quantita-
tively (given in a later section) in order to compute the
effectiveness of our approach. The reliability of a given

annotation will given rise to a numerical measure, which
signifies how good the annotation is. For annotations
with a low value, this would mean that the annotation
is not very reliable, or in extreme cases, what is being
annotated is absent from an image. A high value indi-
cates that the chance of finding the corresponding object
or content in the given image is high. In addition, apart
from measuring the likelihood of whether something is
present or not, it can be used to indicate the importance
of an object in the image. For example, an object which
is very prominently present in the foreground of an image
would have a much higher value than an object of small
size in the remote background. Hence the annotation
measure is used to signify two aspects: the likelihood of
finding the object in the given image and the prominence
of the object in the given image.

A color space is defined as a model for representing color
in terms of intensity values.

Many histogram distances have been used to define the
similarity of two color histogram representations. The
Bhattacharya Distance (BD), Chi-squared Distance (CD)
and Euclidean Distance (ED) are also used and, from
[25, 16], the definition are listed in Equation 1, 2 and 3
respectively.

∆1(x, y) =

√√√√1−
r∑

i=1

√
xiyi(k) (1)

∆2(x, y) =
r∑

i=1

(yi − xi(k))2

(yi + xi(k))
(2)

∆3(x, y) =

√√√√
r∑

i=1

(xi − yi)
2 (3)

where k is the center of the image region, r is the number
of bins in the distribution, and xi and xi are the weighted
histograms of the model and candidate respectively. The
application of these distance measures in response to im-
age queries will be evaluated and compared.

3 Evaluation of System Performance

The main purpose in introducing knowledge-based ex-
pansion into the image retrieval problem and using the
sub-objects as surrogate terms for general queries is to
improve the precision in the image sets. In this paper,
we mainly focus on the knowledge-based expansion and
contextual feature-based index expansion, specially focus
on histogram search which characterizes an image by its
color distribution. The knowledge concept are organized
and used to build the basic content index within a rela-
tional database where it is designed for maximum query
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effectiveness by distributing the semantic elements across
different relations. A further concept is built on top of
these relations to support rapid discovery.

Our system is evaluated quantitatively in order to com-
pute the effectiveness of our approach. The quality
assessment of the machine-inferred boundaries between
parts of the depicted scenes is based on the precision. A
set of standard evaluation queries are used for experimen-
tation. Comparison is made between base-level indexing
and the expanded level indexing, and the widely accepted
measures of retrieval performance of precision and recall
are used to assess system performance. To numerically
assess the accuracy and effectiveness of our annotation
approach, we have retrieved 103,521 sets of images with
991,074 associated tags from flickr.com which are a popu-
lar photo sharing web site and online community platform
offering a fairly comprehensive web-service API that al-
lows developers to create applications that can perform
almost any function on images. In our evaluation, we de-
cide that a relevant image must include a representation
of the category in such a manner that a human should be
able to immediately associate it with the assessed con-
cept.

In [31, 32] by using decision trees and rule induction,
a rule-based approach to formulate explicit annotations
for images fully automatically has been developed. In
relation to image acquisition, many images may be bro-
ken down to few basic scenes, such as nature and wildlife,
portrait, landscape and sports. In the case of aggregation
hierarchical expansion, we decided to test our system us-
ing the aggregation hierarchy of basic categories ”night
scenes” and extend the image hierarchy to find a sub-
scene ”night scene of downtown”, ”downtown” can be
expanded to ”business district”, ”commercial district”,
”city center” and ”city district”, while ”city district”
can be expanded to ”road”, ”building”, ”architecture”,
”highway” and ”hotel”.

To extend the original approach, firstly, we annotate
night scenes based on the prior rule-based approach to
extract 422 out of 103,527 images. We also gather 1108
tags associated with those images and totally 417 unique
terms are formed. We list the top 40 out of 417 unique
terms list in Fig. 2. We present the results of the evalu-
ation in Table 1.

To establish associations between low-level features with
high-level concepts, associating basic features with se-
mantic concepts may be applied to arbitrary images for
inclusion in the semantic index. Methods using color tone
is robust with respect to object movement, rotation and
to changes like distortion within an image and may be im-
plemented easily. Histogram is mainly used for color tone
information, particularly in the areas of feature detection
and feature extraction, to refer to algorithms described
in Equation 1, 2 and 3. Here, we adapt color tone his-
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Figure 2: Index distribution associated with night scene
images

Table 1: Experimental results on aggregation hierarchical
expansion

Semantic content Precision rate
highway 33.33%

architecture 60.00%
road 66.67%
hotel 75.00%
city 100.0%

downtown 100.00%

togram algorithms [25, 16] to extract high-level concepts
from low-level features.

We performed experiments to show the good optimality
and convergence of our approach. Firstly, we randomly
select one ”downtown” image from the test set and car-
ried out evaluation by comparing the original Automatic
Semantic Annotation (ASA) approach with our approach
which combines the original ASA approach using adap-
tive annotation of HSV color space and distance algo-
rithms (see Fig. 3) and the use of human tags.

In Table 2, experimental results show that tags by hu-
man deliver excellent precision rate with 100% precision
but this tagging approach relies heavily on human in-
volvement. Significantly better results can be obtained

Table 2: Experimental results on contextual feature-
based index expansion

Approach Precision rate
Original ASA approach 53.20%
ASA approach with BD 67.27%
ASA approach with CD 71.44%
ASA approach with ED 79.90%

ASA approach with edge detection 87.03%
Tags by human 100.00%
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Figure 3: Example of experimental results of nearest histogram distance in RGB and HSV color space: rows (a)(e)
query images, rows (b)(f) Bhattacharya Distance(BD), rows (c)(g) Chi-squared Distance(CD), rows (d)(h) Euclidean
Distance(ED)
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by ASA Approach combining HSV color space histogram
distances where the precision rate grows to 67.2%(BD),
71.4%(CD) and 77.9%(ED). Obviously, compared to an-
notation without the contextual feature-based index ex-
pansion enabled, the performance is around 52.8%. From
the joint application of these, we can formulate seman-
tic annotations for specific image fully automatically and
index images purely by machine without any human in-
volvement.

4 Conclusion

In this paper, a knowledge of image retrieval together
with contextual context knowledge augmentation is com-
bined. Our method combines the advantages of original
ASA approach and contextual feature-based expansion
while preserving the necessary image and knowledge co-
herence. Our system is evaluated quantitatively, and ex-
perimental results indicate that this approach is able to
deliver highly competent performance.
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