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Abstract—With the increase of digital images, how to classify

digital images efficiently becomes an important research topic.
Semantic analysis that is used in the scene image classification has
received much attention. The digital images are represented by
low-level features often. It is a valuable research to reduce semantic
gap between the high-level semantic and low-level features. This study
proposes a new scene image classification method. The latent semantic
analysis is used to select the important low-level features of the scene.
Then scene similarity measurement is used to classify images.
Experimental results show that the proposed method in the classifying
scenes images has better correct classification ratio than frequency
feature analysis.

Index Terms—image classification、latent semantic analysis、
low-level features、scene image.

I. INTRODUCTION

Information technology has brought convenience due to
rapid development of digital images. Image database becomes
larger and larger over time so that efficiently using or searching
images becomes an important topic. Content-based Image
Retrieval (CBIR) is an important technology in image
retrieval. An image contains many objects and is represented
by low-level features that have color, texture, shape, spatial
relationships and etc. There is the gap between the high-level
semantic content and the low-level image feature. This is
called the semantic gap problem [10][15]. The semantic gap
problem is mainly due to low-level image feature that can not
map to the high-level semantic content smoothly. Thus
identifying and classifying high-level semantic content in an
image is very difficult. Therefore, how to reduce the gap
between high-level semantic content and low-level features in
an image is still an interesting issue.

The good image classification greatly improves the
effectiveness of content-based image retrieval systems and
solves semantic gap [3][13]. Thus, many schemes have been
proposed many relevant researches [2][8][9]. Such as Tsai et
al. [12](2005) used low-level feature combined with support
vector machine (SVM) to image classification. Chow and
Rahman [4](2007) used tree structure combined with global
features and regional features of image to image
classification.

In general, latent semantic analysis has good results in text
data. In our paper, we use latent semantic analysis to find the
correlations between low-level features and high-level
semantics and reduce semantic gap. We propose the scene
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image classification based on the semantics of image features.
We use statistical histogram of color features and use latent
semantic analysis to find the latent semantic features in the
images. Then, we use the latent semantic feature to classify
various scene images. Experimental results show that the
proposed method in the classifying scenes images has better correct
classification ratio than frequency feature analysis.

Framework of this paper as follows: In section II describes
the latent semantic analysis (LSA) and low-level feature. In
section III describes how to use latent semantic analysis to get
important features and calculate scene similarity.
Experimental results are provided in section IV. The
conclusion of this study and future research directions are
given in Section V.

II.PREVIOUS WORK

In this section, we will explore the latent semantic analysis
(LSA) and the low-level features of images.

A. Latent Semantic Analysis (LSA)
Latent semantic analysis is a vector space model for index and

retrieval of information technology, this method mainly uses
singular value decomposition (SVD) and reduces dimension as the
basis of the theory of modules to find implicit concept in document
[1][5][7]. Some of the latent semantic analysis researches are used
in text or web pages. SVD is a decomposition technology and uses
the singular value decomposition to reduce the size of the
high-dimensional matrix [6]. Through dimension reduced can
extracted important information in the semantic space. After the
decomposition, new matrix and original matrix of the features are
similar and new matrix can more accurately describe the matrix of
the hidden semantic concept.

Let T denote a matrix with size nm . After singular value
decomposition, matrix T will be transfer to three matrices,
matrix s represents the semantic space for a diagonal matrix,
matrix A and matrix TB represent the semantic space of
keywords and document for an orthogonal matrix, that
is TASBT  , as shown in Fig. 1. After the singular value
decomposition, matrix s of singular value will be sorted by
large to small, that re-ordering of the matrix s will require
re-ordering the columns of A and the rows of TB . Singular
values corresponding to the feature of larger are more
important. We will use dimension reduction to popup the
important scene features, that is '''' TBSAT  , as shown in Fig.
2. Matrix T can be expressed as:
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B. Low-level image features
There are plenty low-level features in the image content,

such as color, texture, shape. In general, color is one of the
most widely used low-level features. A lot of space of colors
can be used such as RGB, LAB, HSV and CMYK. HSV is
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Fig.1. Latent Semantic Analysis [7]

Fig.2. Reduced Dimension [7]

closest to human vision effect among the color features. HSV
color space is shown in Fig. 3.The value of H refers to hue
between 0 and 360, the value of S that represents the
saturation is between 0 and 1 and the value of V means the
brightness is between 0 and 1. The three elements make up
the color space.

Fig.3. HSV color attribute model [14]

Among the color features technologies, the color histogram
proposed by Swain and Ballard is the most popular [11]. The
color space is quantified into several bins. Each pixel in the
image is distributed into the corresponding bin according the
color feature. Values for every bin are recorded to acquire the
color histogram of the image. The reason of the popularity is
that histogram simply considers the frequency of each color.
It can also keep the invariant after rotation of image.

III. SCENE IMAGE CLASSIFICATION

Most of scene images contain a lot of semantic information,
using semantic information to classify each image to the
appropriate category is an important challenge. In this paper,
we extracted color feature and applied latent semantic
analysis to popup the semantic features. Then, the system
calculated the scene similarity for each image. The image

would be classified to the suitable scene based on voting
mechanism. The proposed process is shown in Fig. 4:

Fig.4. Scene image classification process

A. Image feature extraction
The HSV color attribute model are used to present color

features. Among the color features technologies, the color
histogram proposed by Swain and Ballard is the most popular
[11]. The color space is quantified into several bins. Each
pixel in the image is distributed into the corresponding bin
according the color feature. Values for every bin are recorded
to acquire the color histogram of the image. The reason of the
popularity is that histogram simply considers the frequency of
each color. It can also keep the invariant after rotation of
image. The HSV color feature is quantified into several bins
and consists the color histogram to get the color feature vector
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Fig.6. Singular value decomposition and reduced dimension

B. Latent semantic analysis matrix construction
A set of images in the same scene will be extracted feature

to constitute a matrix
ijH , as shown in Fig. 5, where

ji

represents the j’th image, if represents the i’th color bin and

ijw represents frequency of j feature in the image i. Therefore,

each column represents the feature vector of each image and
each row represents the frequency of each feature in all
images. We want to find distinguishing features for a specific
scene, therefore, the matrix for a specific scene is constructed.
Then latent semantic analysis of singular value decomposition
is used to analysis the matrix. Re-ordering the matrix of S will
require re-ordering the columns of A and the rows of TB . The
feature corresponding with larger singular values is more
important, therefore, after the reorganization of the matrix
will be accordance with the features of importance in scene by
large singular values to small. After reduced dimension, the
pre-k important features for specific scene are selected, as shown
in Figure 6.

Fig.5. A scene matrix ijH

C.Scene similarity measurement and image classification
In the LSA, the feature corresponding to larger singular

values is more importance. We use this characteristic to find
out pre-k suitable features for each scene. If there are r scenes,
then r times LSA analysis are applied to find the suitable
features for r kinds of scenes. Scene similarity measurement
for an image in scene i is defined as (2).
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The specific feature j is determined in the LSA process,
where 'i

js is the singular value corresponding to feature j and
ni

k
nini

total ssss )'(log)'(log)'(log 21   . Let n denote the

magnified factor. Different scene has its own magnified factor n
to enhance the important ratio. The 'i

jf denote frequency of

specific feature j in an image, where j=1 to k. (2) measures the
degree of an image that belongs to scene i. Each image can
calculate the r degrees for different scene, that is

rCCC ,,, 21  .
Therefore, we can classify the image to the scene s when

sC is

the maximum among r degree values. It is a majority function
as denoted as:

sk CCCCMax ),,,( 21  (3)

IV. EXPERIMENT

The experiment images were downloaded from
http://wang.ist.psu.edu/docs/related/. We choice five different
classifications that are coast、flower、sky、forest、sunset. Those
classifications contain 99、100、79、100 and 100 color images
respectively. All of the images have dimensions of 100 x 100 pixels.
We use HSV color attribute model and quantify into 40 bins
which composed of 10 bins for H value、2 bins for S value and
2 bins for V value respectively.

The performances of our method are measured by correct
classification ratio (C.C.R.) as (4). In order to assess the proposed
method's validity, we compared our method with feature
frequency analysis. In the frequency analysis, we select the
top six color features of high frequency in a group of the same
scene images. The selected features are used for classification.
The average performance of results is shown in Table 1. The
average of each scene correct classification rates is between
24.05% and 75%. The overall classification rate is 54.39%.

imageTest
imagetionclassificaCorrectRCC .. (4)

In our method, we use the LSA to select the top six important
features and to calculated scene similarity measurement in (2)
with the magnification factor n =5、5、15、1 and 7 of coast、
sunset、 sky、 forest and flower respectively. The average
performance of results is shown in table2. The average of each
scene correct classification rates is between 64% and 88%. The
overall classification rate is 72.17%. For the table1 and table2,
our method is superior to feature frequency analysis; this
indicated that the method used in the image classification is
efficiency.
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Table1. The average performance of frequency analysis
Frequency analysis

Scenes Test image Correct C.C.R
Coast 99 73 73.73%
Sky 79 19 24.05%

Sunset 100 75 75%
Forest 100 45 45%
Flower 100 48 48%
Total 478 260 54.39%

Table2. The average performance of LSA
LSA

Scenes Test image Correct C.C.R
Coast 99 74 74.74%
Sky 79 51 64.55%

Sunset 100 88 88%
Forest 100 64 64%
Flower 100 68 68%
Total 478 345 72.17%

V.CONCLUSION

In this paper, we adopt latent semantic analysis to selected
important semantic features in scenes and classify the scene
image. In general, latent semantic analysis has good results in
text data. We modify the model to apply on image data to find
latent semantic and develop a suitable scene similarity
measurement. Experimental results indicate that our method
indeed has better performance in scene image classification.
Future work will be to explore how to integrate other
low-level features such as texture and shape to raise the
retrieval accuracy further.
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