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English-Korean Machine Transliteration by
Combining Statistical Model and Web Search

Hyun-Je Song and Seong-Bae Park

Abstract—Machine transliteration is an automatic method for  functions for calculating the possibility that each caradas
translating source language words into phonetically equiglent gre to being an answer.
target language ones. Many previous methods were devoted to There have been proposed various approaches for machine

translating the word that only traces phonological phenomaa . . .
of the source language and the resulting showed good per- transliteration. They were devoted to translating the word

formance. However, there are a lot of names originated from that only traces phonological phenomena of the source
not only the source language but also non-source languages.language. In this situation, they showed good performance.
The existing methods fail in showing high accuracy when the However, there are a lot of names originated from not only

names comes from the non-source language since they focus ONhe source language but also non-source languages. While

names in source language. To deal with this problem, this pagy . . . -
describes a hybrid method which combines statistical modeind they are written with the source language, its phonetic does

web search for improving machine transliteration performance. not conform to the pronunciation of source language. Let
The proposed method constructs a base system that standsconsider an name ‘Naples’ for example, which is a city
on a statistical model to produce candidates, then expands jn |taly. It should be transliterated as the Korean name,

candidates from web documents. With these candidates, it fis ‘l}Z2)". The previous methods based on statistical model
=,

the most appropriate answer without any external resources . . , = A o1 ,
The experimental results present that the proposed method only transliterate ‘Naples’ asif| o] =2, ' }Z#| ', and

achieves higher performance than statistical model and web SO on, not t}3£2]’, since they reflect the most prevalent
search respectively. transliterations among the bilingual corpus, that compihw
Index Terms—Machine transliteration, Statistical model, Web the English to _Korean trahsllteratlon notation. The rm .
search approaches with conversion rules corresponding to thénorig
do not also hold in this case because there is no way to know
the origin of name exactly.

I. INTRODUCTION As a solution of this problem, this paper proposes a model
which combines a statistical model and a web search to
Nranslate names that originated from not only the source lan

age but also non-source languages. The proposed method
first generates candidates using statistical model. Second
Words to be the answer are added through searching web
dbcuments. By combining the statistical model and the web

arch, candidates of the name derived from non-source

information retrieval a}nd mgchine translation [3]. Thippa languages are generated. In order to search an correctianswe
presents the automatic English-Korean forward transliien among candidates, the proposed model finally ranks candi-

that the source language .iS English a_nd the target IfinggaQSa{tes with a machine learning based ranking function. To ad-
Korea_nf. For_example, given a Engllsr) name Smith’, it 'Xdress the limitations in taking various features into actpu
transliterated into a Korean name=1] 2’ and it translates

th tional ‘Brazil' ast 2} 2’ features are defined from results in candidate generatn st
€ hational hame ‘brazil’ as=vy=". Although it adapts a few features, it shows that the proposed

In general, machine transliteration does not use the Cqfig e could find the answer without any external resources.
text information, unlike several natural language proicgss

ACHINE transliteration is the conversion of a give
name in source language to a name in target langu
such that the target language name is phonemically eq

interest in the use of machine transliteration since it is
tool to support various applications such as cross-langu

it is difficult to translate the source name into only onemrgproposed machine transliteration model. In section 4, the

name directly without the cqntext |r?form.at|on. . experiment and the results are shown and finally Section 5
To tackle the problem simply, in this paper, maching.o.s conclusions.

transliteration is divided into two steps: candidate gatien
and answer search. In candidate generation, given the name
in source language, a generate model generates candidates Il. RELATED WORKS

which have the possibility of being an answer. The answerTrangjiteration is a process that takes a character string
search step finds the most appropriate answer from tesource languages and generates a character string in the
candidates which are generated in previous step. This stegarget language. It can be seen as two levels: segmentation
regarded as a ranking step since search models use ranignghe source string into transliteration unit; and traestite

the source language transliteration unit to the targetuagg

H-J. Song and S-B. Park are with the Department of Computem&e ; ; ; ; ;
and Engineering, Kyungpook National University, 702-704eBu, South transliteration unit [10]. Before the review associatedhe

Korea. Email:{hjsong, sbpark@sejong.knu.ac.kr proposed model, it needs to explain the approach relative
1From now, transliteration is referred to as forward tramsdition to the units to be transliterated. Machine transliteratian
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be classified into phoneme-based, grapheme-based and t training | — :
hybrid approach in terms of the units to be transliterated. process || "omne | mmmp (G )

A phoneme-based approach is to use phonetic inforr :
tion for machine transliteration. It first converts a nam
in source language into phonemes and then the phoner H Test data
with source language graphemes are converted into a tar '
language name. This approach was used in the early sti
of the transliteration since it was in accordance with th ;
definition of transliteration [1], [5]. However, the phonem test St:qti)s‘;ieclal
based approach usually produces the conversion errc process |
which propagate to the next step. It makes difficult t
transliterate. A grapheme-based approach tries to djrec
map the source language graphemes to the target langue :
graphemes without the phonetic information [6], [7]. Com [ Conaidates —
pare to the phoneme-based approach, it achieves good |
formance since it excludes the conversion errors and can
easily performed. A hybrid approach uses a combination of
a grapheme-based approach and a phoneme-based approach The proposed system structure
[4]. This approach is introduced because transliteratioa i
complex process that does not only rely on the phoneme or
grapheme. phrase, the statistical model is trained with training data

Machine transliteration based on the statistical modehich contain entries mapping English names to their re-
recently adapt the statistical machine translation tepmi SPective Korean transliteration. The next phrase, given th
Many studies [8], [9] especially used phrase-based statist test data, candidates are generated based on the sthtistica
machine translation system on transliterating proper sam&odel. After generating candidates, words which are likely
There showed that a machine transliteration system could8ebe an answer are added from web documents using
built from an statistical machine translation system whod¥eb search engine. Finally, in a third phrase, a search
performance is comparable to state-of-the-art systems @eodel ranks the candidates using a ranking function and
signed to transliterate. selects the most appropriate answer. The processes related

Each approach has its own advantages and disadvantatfegandidate generation are called ‘Candidate generadiuah’
However, most of the approaches suppose that the objectltt remainder are named ‘Answer search’.
transliteration, name, comes from only the source language
It is difficult to generate candidates when names are derivgd
from non-source languages.

The web search machine transliteration studies concentratl) Statistical model: Machine transliteration can be re-
on the answer search step, not the candidate generation s¥&fded as a noisy channel problem. For a given an English
Zhou [13] mined the frequency of web pages for rankinq‘;‘me E as the observed channel output, one finds the most
candidates. Hong [16] measured the proximity betweenlikely Korean name K that maximize$ (K|E). Using
source name and candidates and selected the answer. TB@YeS' rule, we can formulate the process as Equation 1.
showed that the web search method were useful to find thBat is, the most appropriate Korean name is obtained by
appropriate candidate.

In answer search, most machine transliteration systems P(E|K)P(K)
were based on ranking to find the correct transliteration.fX = arg}r(naxP(K|E) e Y 0TGN 1)
They especially used machine learning techniques like a
support vector machines or maximum entropy model| for SinceP(E) is constant for the given K, it can be rewritten
ranking candidates. In order to use the machine learning@g Equation 2:
needs to define features to represent the relevance between
source languages names and target languages candidates. Oh K* = argmax P(E|K)P(K) (2)

[12] used a lot of features, which unrelate to the relevance. K
In addition, it needs the external resources to implementHere, P (FE|K) is translation model and® (K) is the
features, i.e, pronunciation dictionaries. language model.

This paper propose a hybrid method which combines|n order to segment the source string into transliteration
statistical model on grapheme-based and web search methgfi this paper takes a grapheme-based approach. This help
By searching web documents, it handles proper names cof§€ninimize errors from the phoneme conversion procedure.
from various languages. With a few features resulted froxs a result, names are easily decomposed into charagfers(
the generation Step, it could ranks candidates withouteate and Korean graphemés‘) respective|y without any re-

Final
candidates

Web search

candidates

«g‘«QJ

‘ Enlarged

candidates

(Ut}

Candidate generation Answer search

Candidate generation

resources. sources.
I11. TRANSLITERATION MODEL E = ejes o
Fig. 1 shows the overall structure of the proposed model. Y
The proposed model consists of three phrases. In the first K = kikso, ..., kn
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| wiederaufnahme]der|[sitzungsperiode documents, it is possible to generate words which are tklate
to what users commonly used and are similar to an answer.
The web search method is executed as follows. First, it
searches documents from the web using the source language
Fig. 2. The relationship between translation and tramaliien name only. At this time, it restricts that documents are
written by target language. Second, titles and snippets are
extracted from the retrieved documents and then nouns are
With decomposed characters and graphemes, Equation Zdfected from them with a morphological analyzer since the
rewritten as unit of transliteration, name, is related to noun. Finaity,
chooses just few candidates by calculating the similarithh w
candidates which are generated in statistical model, since
it prevent the web search method from generating a lot of
different candidates. The similarity is defined as
To calculate Equation 3, this paper uses Moses [11],
a well-known phrase-based statistical machine translatio
tool. Moses automatically trains translation models foy arfémilarity (z,y)
language pairs with only a collection of parallel corpota. |
consists of well-known natural language processing toods a  _ , Fy) +(1-a) (1 _ ED(z, y)) (4)
showed the state-of-the-art performance. arg max, F (y) ML (z,y)

Moses is originally designed to deal with the machingherez is a candidate generated by statistical model and
translation. In order to use Moses for machine transli@@nat js a noun extracted from retrieved documerftgz) is the
the conversion that translation to transliteration is ®eed frequency ofz in retrieved documents D (z,y) is the edit
First, the unit of translation is changed from words t@istance between the word andy. ML (z,y) returns the
characters. Second, the alignment between words sholgfigest length between the word and y for normalizing
be converted into characters. Fig. 2 shows the exampletiie value.« is the ratio between the statistical model and
terms of conversion processes and the relationship betwggg web search. Due to the characteristics of Korean, the
translation and transliteration. unit of functions are set to a character excéptz).

2) Web search: The focus of the candidate generate model
is to obtain translation probabilities from a bilingualiti®@g g Answer search
corpus. It is regarded as the process that extracts phoneti;.f_h ; tih h oh is to find th
phenomena from the training pairs and transliterates as the e focus of the answer search phrase Is to find the correct

name with the universal phonetic phenomenon. Based on {Fl%nshteratlon from candidates. In this paper, it is relgar

statistical model, it could generates candidates not sarhe lethe roanktlrl]wg thattcandldat((afdretlated 0 ;’;\r: Znsy\’/[(:]r have hlgth
similar to an answer. value. On the contrary, candidates unrelated with a correc

L . : .one have low value.
However, it is deficient to generate candidates only wit ) . . :

o In order to ranking the candidates, it needs to define an

the statistical model. Normally, a language uses propengiou_ . . : : .
: ranking function which determines the plausibility of the
from various languages. There are a number of names and . . : . e
candidates with calculating their possibility to be answer
terms come from not only the source language but also nqn- : )
: A , . Let H be a set of generated candidates @ndbe theith

source languages. Let us consider the name ‘Warsaw’ whic

is the largest city in Poland. Although it is written in Ersdi fa;?éi?ﬁfeojesc(:g:gzrvg:g :?Sa?ufgcsgso?ghiigﬁﬁs
its origin comes from the Polish. Based on the statisticr] v 9

model, it transliterates as the name relevant to the Engli@hncuon is defined as Equation 5 by rankifg,rcc: higher
. . - and the others lower [12].
not the name corresponding to Polish because the training
corpus are composed of the majority of English pairs. That  rank (z;) : X — {r : r is ordering ofh; € H}  (5)
is, the probability that the name ‘Warsaw’ transliterates a
‘dF 2 A8} corresponding to Polish are very low. It mean?
that the statistical model does not generate candidatz=del € . 2
to an answer or needs to produce many candidates. 2 = 1(@1,91), -, (0, yn)}, Where zeorrect iS @ positive
In different way to generate candidates, considers the ruis MPIe (yeorrect = P osztng) aNnd Zizcorrect IS a negative
based method. If an English name is given, the rule-basg Pleyiztcorrect = positive), the SVMs assign a value to
model detects the origin of word and transliterates wit%aCh candidate/i) using
conversion rules corresponding to the origin. Howevers it i
difficult to detect the origin of name, even if the context
information is given e.g., the name ‘Henry’. A rule-based/here w denotes a weight vector. It ranks with the value of
method does not apply to generate candidates simply. SV M (x;) since it determines the relative orderingfh
As a solution of this problem, this paper incorporates a In order to ranking, it needs to design features to measure
web search method into the candidate generation modék relevance between a source languages word and a can-
which extracts words from web documents and then addiglate. The scores and rank result is defined from candidate
them to existing candidates. The assumption of candidafeneration as features. Table | shows features.
generation with web is that relevant transliterations witire WR indicates the frequency of word on web documents.
frequently appear in WWW documents. With searching wdb represents how many candidates have used universally.

| resumption || of the|| session|

K* = argmax P (ejes...e;|k1ka...kn) P (kika..kn) (3)
kiks...kn

For ranking candidates, this paper uses SVMs, a machine
arning based ranking function. For given training data

SVM (x;) =w-x;+b
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TABLE | TABLE Il
FEATURES FOR RANKING CANDIDATES THE PERFORMANCE OF RULEBASED METHOD
Feature Explanation Candidate size Coverage
WF Frequency of word 136.681+ 58 | 0.2459+ 0.002
SR Rank of statistical model
SP | Value of statistical model TABLE Il

PARAMETERS AND VALUES IN MOSES

o Parameter value

SR and SP are the rank and the value of statistical model Language Model Smoothing Kneser-Ney
respectively. They refer to the suitability and the relativ Language Model N-Gram Orde 3
d|5tanlce- . . Maximum Phrase Length Phrade 3

While the proposed features looks like simple, they have Alignment Heuristic grow-diag-final
little semantic relation on each others. In addition, theme Reordering msd-bidirectional-fe
be extracted from candidate generation step so that it iyeas
implemented.

IV. EXPERIMENTS
A. Experimental setup

For English-to-Korean transliteration, we used the Emglis
Korean bilingual data which is taken from the Natione
Institute of the Korean Language. The data originally conta o 0. |
10,373 person names and 12,583 place names includ §
non-ASCII characters. Among them, 18,186 distinct pail
between English and Korean are used in experiment beca
of non-ASCII characters. The performances of the methi

0.8 A

are computed using five-fold cross-validation. 02 ‘Oo o e oae V)

In this paper, the machine transliteration performance —v— SM+WS(1)
evaluated for each step. To evaluate the candidate georera | ' ' ' ' ' '
step, coverage are used which measures whether the | 0 10 20 30 40 50 60 70
posed method generates candidates which contain the ans Candidate size
or not. In search answer, accuracy was used. The coverage
and accuracy are calculated as follows. Fig. 3. The coverage according to the candidate size

1 _
Coverage = NZI(XZ',Yi) As shown in Table II, although the rule-based method
i=1 generated about 130 candidates on averages toward one

N . ) _ English name, its coverage is only 24%. It implies that the
1 1, if Ele : le =Y, . . .

Accuracy = N E '_ ’ data set contains many words which comes from non-English

io (0, otherwise language. It is also shown that only rule-based approach

Note thatV is equal to the number of test instancas,and could not generate proper candidates.
Y; are candidates which are generated from proposed methodiext experiment evaluates the performance of candidate
and answer respectively( X;, ;) is a indicate function that 9eneration step. It performs with changing the size of can-
if X, containsY;, returns 1, otherwise returns 0. didates from 1 to 70. In order to implement the statistical
To investigate the effect of the proposed method in caftodel, this paper sets the value of the Moses parameter as
didate generation step, statistical model and web seatéRle lll. For the web search method, Google search engine
are implemented as baselines. In answer search step, ihesed with restricting that the crawled pages are up to 100
proposed method is compared with two baselines that op@des. Then, nouns are extracted from crawled documents

is the random selection and the other is the web frequerifh Hangul Analysis Module (HAM) [15]. The parameter
selection. a in equation 4, the ratio between the statistical model and

web search, set to 0.3 since it shows the best performance
with this value. Furthermore, only one candidate is enldrge
from the web search method. Fig. 3 depicts the coverage
Before comparing the proposed method with baselir&),ange according to the candidate size.
methods, this paper attempts to evaluate the proprietyeof th giatistical Model (SM) and Web Search (WS) in this
data set. It assesses how many words which comes frgmph are the baseline methods explained in Section 4.1
non-English languages exist in data set. It is evaluated Wiind the SM + WS is the proposed method. Variances are
a rule-based method based on Romanization nofatie omitted since they are under 0.001 in all experiments. The
primary principle of English-to-Korean transliteratiorable performance of baselines are from 0.2 to 0.7 which is higher

B. Experimental results

Il shows the result. than the performance of the rule-based method. On the other
2See  http://korean.go.kr/08ew/dic/rule/rule roman 0101.jsp for more hand, the perfo_rmance of S_M + WS aCh'_eVGS_ fro_m 0.7 to
information. 0.9 corresponding to candidate size, which is higher 0.2
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Fig. 4. The coverage according to the candidate size Fig. 5. The top-1 accuracy according to the candidate size

minimum, and 0.6 maximum than baselines. It implies th&gsources. In the future, this study will investigate the ob

the proposed method could succeed in generating candidatéer features or methods to get higher performance when
which could not be created by the statistical model or wdbe size of candidate increases.

search model. It is shown that the coverage of the proposed

model monotonically rises up to the candidate size of 20 and V. CONCLUSION

then it almost gets flat. The reason why the performance of

proposed method is that the similarity between the stedikti
model and web search are helps to generate few candid

In this paper, we have proposed a hybrid machine translit-
&gation method, which combines statistical model and web

that are alike to the answer. First, by reflecting the fregygen search for transliterating names in various Ignguagest Fir
the proposed method eliminates compound words that cfi-l, the proposed method generated candidates based on
tain the answer word. Second, it excludes candidates tif3¢ Phrase-based statistical machine translation model. |
unrelated to answer using the phonological similarity. ~ ©rder to make up for generating words comes from non-
To identify how the number of candidates from web affectPUrce languages, the web search method used which adds
the performance, the number of expanded candidates seF%’d'dates from crawled web dqcuments. AS a result, _'t
from 1 to 5 under the same statistical model condition. Rigulas ablé to gain as many candidates as possible, which
4 shows the experimental results. m!ght contain the correct trahsllteratlon. In answer .sle,arc
The number in parenthesis indicates the number of addté1 paper formulated searching an answer as ranking. The

candidates from web documents. The result shows that ?é ection of the most correct transliteration candidateaiss-

more the proposed method expanded candidates, the mo ri'ined into choosing the highest value and support vector
! : .&nachine with a few meaningful features is adopted for the

difference though the number of candidates is changed. Tﬁ@king‘ The experimental results showed that the proposed

shows that the similarity between candidates and web nmmgthOd achieved higher coverage and accuracy than baseline
is well defined to help generate candidates methods. The reason why the proposed method outperforms

To evaluate the answer search proceSE,M @ [14] baseline models is that it considers names originated from

i . ﬁrious languages with web.
are used as ranking function and assess the accuracy. : nerally believed that the phonetic information i
candidates for ranking are set up whose performance is thé S generally believe at the phonetic information 1

best at candidate generate step, that is, they are genergtsee ul for transliteration. Thus, our future work will be to

by statistical model and add three candidates from the fgtend tr:je (;ntod_el by ad?r:ng the phonetli information. It is
with set to the parameter of alpha in similarity as 0.3. Fiéi. S0 needed to Improve the accuracy Up to coverage.

5 shows the result obtained with the top-1 accuracy with
various size of candidates. ACKNOWLEDGMENT
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