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A Two-layer Model for Interactive Mining of
Frequent Patterns

M.H Nadimi-ShahrakiMember, IEEENorwati Mustapha

Abstract—Commonly, frequent patterns are mined by
satisfying a user specified minimum support threshd or
minsup in short. In some applications, finding preer frequent
patterns by changing the value of minsup is neededSince
rerunning the mining algorithm from scratch can bevery time
consuming and may unacceptable for real time applations,
researchers have introduced interactive mining. Alhough need
to interactive mining has been addressed in many wdies, thus
far there has not been proposed any specified model develop
an efficient interactive mining method. In this pager, we
propose a two-layer model including mining model agstruction
and mining process for interactive mining. The expeémental
results verify that using the proposed model avoidslatabase
rescanning and reconstructing of the mining model Wwich is the
basic idea to enhance the efficiency of interactivaining.

Index Terms—Frequent pattern mining, interactive mining,
mining model.

[.  INTRODUCTION
HE explosive growth of data in all business
government and scientific applications

enormous hidden knowledge in their databases. iGlyrtan
this decade knowledge discovery or extracting kedgé
from large amount of data is a desirable task impetitive

businesses. Knowledge discovery from databases [KBD

an interactive and iterative process and usuabyaitts from
raw data to mine finally proper data patterns biadaining
tasks. Therefore, data mining is an essential istgocess
of KDD. Since the introduction of the Apriori algtthims
[2], frequent patterns mining plays an importarério data
mining tasks such as clustering, classificatioredpmtion
and association analysis. Frequent patterns aresdéts that
exist in a dataset with frequency no less tharea sisecified
minimum support threshold or minsup in short.
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The past decade has seen the rapid development and
diffusion of several approaches to mine frequeritepas
more efficiently. They are almost based on three
fundamental frequent patterns mining methodologies:
Apriori, FP-tree and Eclat [10]. Commonly, frequent
patterns are mined by satisfying a specified minsug an
appropriate value for minsup can reduce the tinte space
costs of frequent pattern mining. However, it i¢ easy to
find an appropriate value of minsup, because
appropriateness depends on the application and
expectation of the user [3, 7, 16]. Therefore, ehisra need
to rerun the mining algorithm on the same (relevdata by
various minsup to find proper frequent patternsnc8i
rerunning the mining algorithm from scratch can sy
time consuming and costly, researchers have intediu
interactive mining where the transaction databaseams
unchanged and only the minsup is changed to firghear
frequent patterns.

Unfortunately, both Apriori [2] and Eclat [17] amaches
cannot be easily adoptable with interactive minifigus far
a few efficient interactive mining methods [5, 1113, 14]

the
the

" have been introduced mostly based on FP-tree O,
creates y appiSh

An important result gained by analyzing the efiitigvorks
is that, avoiding database rescanning and rebgildinthe
mining material is the basic idea to implement #itient
interactive mining method. In other words, an édfiit
interactive mining method must fit “build once, mimany”
principle [5, 6] such that once the content is uegd, then it
can be frequently mined with various values of mmns

In this paper, we propose a two-layer model to tgvan
efficient interactive mining method. It proposesistouction
of the mining model in the first layer isolated rirothe
mining process considered in the second layer.
experimental results verify that by using the pisgzbmodel
no need to database rescan and reconstructing ahitiing
model which is the basic idea to develop an efficie
interactive mining method.

The

II. PROBLEM AND RELATED Work

A. Problem Description

Frequent patterns are itemsets or substructurésexist
in a dataset with frequency no less than a usecifigme
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threshold called minsup. Lét= {i4, i, ... i)} be a set of

construct the tree once independent of minsup &ed t

items. LetD be a set of database transactions where eaalsually use the original FP-growth to explore theetwith

transactionT is a set of items and| be the number of
transactions iD. GivenP= {i; ... i} be a subset of (j <k
and 1< j, k< n) is called a pattern. The support of patfern
or S P) in D is the number of transactionsbnthat contains
P. The patterrP will be called frequent if its support is no
less than a user specified support threshold miasi@p< ¢

< D). The problem of frequent pattern mining is fimgliall
frequent patterns (FP) D with respect tar denoted by FP
(o).

In some real time applications such as web usagegi
and online recommendation systems, finding
correlations between items by changing minsup igy ve
useful. When users change minsup, finding freqpetterns
with respect to new minsup in an acceptable resptine is
expected. Avoiding database rescanning and updatfng
frequent pattern model is the basic idea to imphanan
efficient algorithm. Lets’ be new minsup then the problem
of interactive mining of frequent patterns is tadfi all
frequent patterns iD with respect to new minsug or FP
(¢”) using the current mining model. It means in ratgive
mining the content must be captured once and theami be
frequently mined by various values of minsup. I Heeen
called "build once, mine many" principle [5, 11].13

Although need to interactive mining has been acddms
in many studies [1, 5, 6, 8, 11, 13, 15], thustfi@re has not
been proposed any specified model to develop aciesft
interactive mining method. In this paper, we pr@paswo-
layer model for interactive mining of frequent jgais.

B. Related Work

Since the introduction of the Apriori algorithms],[2
frequent patterns mining plays an important roledita
mining tasks such as clustering, classificatioredption
and association analysis. Many efficient algorithhesse
been introduced to solve the problem of frequeritepa
mining more efficiently. They are almost based are¢

various minsup. As a good result, when minsup angkd,
there is no need to rerun the algorithm from stralteir
performance study shows that they are efficienpigliaable

for interactive mining of frequent patterns.

Cheung and Zaiane [5] proposed the CATS tree and

FELINE algorithm mainly for interactive mining. TH2ATS

tree is an extension of the FP-tree to improve agi®r
compression. The aim is to build a prefix tree @mgact as
possible by only one database scan. It adds neweatctions

at the root level and then compares their itemhk alitldren

new(or descendant) nodes, which arranged in desceriaey.

If in both the new transaction and the childreneswdame
items exist, then it merges the transaction with nlode at
the highest frequency level, and the remainder haf t
transaction is added to the merged nodes. Reclysthis
process is repeated until all common items aredolfrthe
node’s frequency becomes higher than the frequerndids
ancestors, then it will be swapped with the aneedtwkeep
the descending local ordering. Their experimentultes
showed that CATS Tree and the FELINE algorithm were
well-suited for interactive mining. But, it stilleeds lots of
swapping, merging, and splitting of tree nodes,abse
items in the trees are arranged base on a globgqlidncy-
dependent ordering.

AFPIM algorithm [11] introduces adjusting FP-trekigh
is an extension of FP-tree using the original notd FP-
tree. Similar FP-tree, it keeps only frequent itdmsrespect
to a threshold called preminsup, which is reasgnibber
than minsup. Consistently, deletions, insertionsd/@n
modifications may affect the frequency of items,ickh
affects the ordering of items. It results in adpgtitems in
the tree. The AFPIM swaps such items by using ibbtt
to exchange adjacent items recursively. The bulsiole
needs to test all the branches affected by the fitequency
ordering, therefore the swapping operation can bey v
expensive. Moreover, determining an appropriatenprsup

fundamental frequent patterns mining methodologies;g jitficult.

Apriori, FP-growth and Eclat [10]. Unfortunately,oth
Apriori and Eclat approaches cannot be easily addet
with interactive mining. The main reason is thhgyt cannot
fit “build once, mine many” principle whereby whehe
minsup is changed; the mining algorithm must betexta
from scratch. On the other hand, the FP-tree approaeds
to scan database twice to keep only frequent itéms
memory. When minsup is changed then the FP-tree
reconstructed by two database scan with respecteto
minsup. Although the original FP-tree has thisdkiof
weakness, it has potential to be extended for antere
mining. Thus far a few efficient interactive miningethods
have been introduced which fit "build once, minengia
principle. Mostly, they have improved the FP-treeapture
the content of relevant data by one database Sdagy
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Leung et al. [12, 13] proposed a canonical-ordee or
CanTree in short. It is an efficient extensiontaf EP-tree to
capture the content of the transaction databaseor®
database scan in canonical order, specificallynstean be
consistently arranged in lexicographic order. Herioere is
no need to search and find merge-able paths li®etin the
CATS tree, and swapping of tree nodes affected hey t
Requency ordering. Once the CanTree is constrycted
frequent patterns can be mined from the tree bgygutie
original FP-growth. The simplicity and less costG#nTree
construction solve the weaknesses of the CATS driell M.
However, its compactness is not similar to the fele-and
CATS tree, especially when datasets are sparsbabilay
for tree nodes to share common paths is drop aed th
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compactness rate of CanTree is decreased and titdgew mining process. Obviously, in interactive miningrunning
wide. Consequently, the mining process takes niore t the mining algorithm from scratch is very time coméng,
We previously proposed [14] a prime-base andand it results in an unacceptable response timecéjén the
compressed tree or PC-tree in short. The conterdlefant proposed model, the mining model is constructed
data is captured by PC-tree with one database apdn independent of minsup. That is because, once tmngi
mining materials are consequently formed. The R€-is a materials are made, they can be frequently usechihing
well-organized tree structure, which is systemédyichuilt process with respect to various minsup. In fact,the
based on descendant making. Moreover, this studgroposed model, the mining model is isolated frdme t
introduces a mining algorithm called PC-miner toxenthe  mining process. Usually, before starting the minimngcess,
mining model frequently with various values of mipsit  several steps must be done to make mining matdriais
grows an effective candidate head starting fromldingest  which frequent patterns can be mined. Consisteritg,
candidate patterns by wusing the Apriori principle.mining model construction is started by scanning th
Meanwhile, during the growing of the candidate headin  relevant data, but it is very important that thening model
each round, the longest candidate patterns aretostdd  construction can be consisted of more than onlalete
maximal frequent patterns from which the frequeattgyns  scanning.
can be derived. Moreover, the PC-miner reducesitingber
of candidate patterns and comparisons by usingrakeve
pruning techniques. Their experimental results sitbthat

\
>

their method fits "build once, mine many" princigled it is Q\ Capturing
efficient for interactive mining. TS the content Preprocessed
ng Data
Ill. TwO-LAYER MODEL FORINTERACTIVE MINING g § . ‘
£ 0 Forming

As explained in previous section, the need to aukve z0 mining materials ‘
mining has been addressed in many studies [1, 8, 61, - )
13, 15]. However, they did not propose any speatifredel
for interactive mining method. An important resghined f .
from analyzing efficient interactive mining methoigsthat, N ﬁf::‘::;j’:ims ‘ Changing minsup
the avoiding database rescanning and rebuildinghef g ugingmining !
mining material is the basic idea to develop aricieffit 8 oterials ‘
interactive mining algorithm. In other words, arfi@ént "
interactive mining method must fit the “build onaajne g
many” principle, where the mining model is consteac 5 Frequent
once, and then it can be used by mining processwaitous - Patterns
minsup values. According to the above discussi@ndefine \
two main components: mining model and mining preces
follows.

Mining model: Consider relevant databadeB and Figure 1. Two-layer model for interactive mining.

mining methodM to mine frequent patterns &fB. Let S=
(S ... §) be a set of different tasks which must be done by
M to mine all frequent patterns &B. The mining model
construction consists of doing all possible tadkat tare
independent of the minimum support threshold minsup
Moreover, the results formed by constructing miningdel
which can be used to mine frequent patterns igdatiining
materials.

Mining process: The mining process consists of the rest
of tasks inS which dependent on the minsup. It mines

frequent patterns by using the mining materialsnted in model. Although the above approach increases tké ao

the mining model construction. i . del fructi th t of heesi
Based on the above discussions, in this section w@e mining model construction, the cost of sucheexp/e

propose a two-layer model for interactive miningrefjuent ml?lngt n;oﬂel_wnl be ?mortlz(?d pyer the mining mbsie
patterns. As shown in Figure 1, the proposed modesists estimated fite in several runs of mining process.
of two isolated layers: mining model constructionda

Moreover, we aim to avoid database rescanning when
minsup is changed. Therefore, in the mining model
construction the content of relevant data shoulddpured.
Capturing the content usually consists of datalsasaning
and keeping the content in memory by a well-orgeshiz
structure. Reasonably, forming the mining materiladd are
more informative can enhance the efficiency of ratéve
mining. Usually, it results in increasing the tinsnd
computational costs required for constructing thimimg
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IV. EXPERIMENTAL RESULTS

This section is to show that the proposed mode!'fitild
once, mine many" principle by which database resicgn
and reconstructing of mining model are avoided in
interactive mining. As explained in previous sectigvhen
the mining model is constructed independent of opnshen
it can be frequently mined by the mining processhwi

Computer Scientists 2011 Vol I,

sequence for synthetic dataset T1014D100K is stanti¢h
minsup value of 2%, and then it is decreased totd %ind
more patterns that are frequent. Then, minsup dsedsed
to 0.5% and finally to 0.1% where has been consi¢nat
the proper frequent patterns are found. Moreovhe t
descending sequence for real dataset mushroomstodi
minsup with values of 30%, 25%, 20% and 15%.

various minsup. Since both CanTree and PC-tree are

adoptable with the proposed model, they are exeriatly
compared with FP-tree. For doing this, all algorithhave
been implemented in C. Moreover, all experiments ran
on windows-XP with a 2.4 GHz CPU and 2 GB memony. |
each experiment, the algorithms are separatelyimuthe
same experimental environment. The results repantélis
section have been computed by the average of reuttips.

The experimental evaluation is conducted by theulzop
synthetic dataset T10l14D100K and real dataset rooshr
T1014D100k is generated by the program developdB Mt
Almaden Research Center [2]. The number of traimast
the average transaction length and the averageudntq
pattern length of T1014D100k are set to 100k, 1@ dn
respectively. The real dataset mushroom is dowidda
from UC Irvine Machine Learning Depository [4]. The
records of mushroom consist of the characteristicgrious
mushroom species, and the number of records, thieu
of items and the average record length are sgt2d, 119
and 23 respectively.

In the first experiment, the total time of miningodel
construction for static mining is evaluated. Sithceh PC-
tree and CanTree may increase the cost of the gninodel
construction, it is expected that the cost of tRetfee is less
than PC-tree and CanTree. The bar charts showigime=2
agree with the expectation. Although the mining slod
construction in PC-tree and CanTree is independdént
minsup, in this experiment the minsup is set td&®.4nd
20% for T1014D100K and mushroom respectively. This
experimental results show that the FP-tree is iefficthan
PC-tree and CanTree for static mining.

In the second experiment, the total time of miningdel
construction for interactive mining is evaluatechefle are
two kinds of scenarios to change the minsup, whervalue
of new minsup is higher and/or lower than the aid.cSince
in the first kind scenarios, the interactive miningthods
can find frequent patterns satisfying the new npngy
using cached frequent patterns. Therefore, in #word
experiment, we only examine the cost of mining nhode
construction for interactive mining in the seconthdk
scenarios when the new minsup is lower than theoold It
is called descending scenario which consists afszehding
sequence of minsup. Although this experiment wasoner

several descending sequences, according to thee spac.

limitation, the experimental result of only one cisding
sequence for each dataset is presented. The désgend
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Figure 2. Time of mining model construction.

The graphs plotted in Figure 3 and 4 show the total
runtime required for constructing the mining modst
different methods PC-tree, CanTree and FP-tree twer
above descending scenarios. Since both methodgeeC-t
and CanTree construct the mining model independént
minsup, they fit "build once, mine many" princigad there
is no need to reconstruct the mining model whensopnis
changed.

T1014D100K

50

—a—CanTree

401 | _a pcitree

—x— Reconstruct FP-tree

30

ol
@
Q 950L
g 20
8
o 104 /

0

2 1 0.5 0.1
Descending sequences of minsup
Figure 3. Total time of mining model constructfon interactive mining

over synthetic dataset T1014D100K.
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Therefore, the cost of mining model constructionrfew
minsup is equal to zero and total runtime requifed
constructing the mining model is fixed and idertiathe
spent for the first run. Conversely, in interactimaing, the
FP-tree must be reconstructed and the number oigelsain
minsup increases the total runtime of mining model).
construction which results in increasing the totgponse
time of interactive mining.

[2].
[3].
Mushroom
10
—a—CanTree [4].
81| —a—pPCtree |~ [5].
—*— Reconstruct FP-tre
6y —m—m m m @@ =~
3
o
S P R (6]
5 _—
8 2f  oxT
[71.
0 T T T
30 25 20 15
Descending sequences of minsup [8].
Figure 4. Total time of mining model constructfon interactive mining [9].
over real dataset mushroom.
[10].
V. CONCLUSIONS ANDFUTURE WORK
Researchers have introduced interactive miningvtida  [11]-
rerunning the mining algorithm from scratch. Altigbuneed
to interactive mining has been addressed in mardiest [1, [12].
5, 6, 8, 11, 13, 15], there has not been proposed a
specified model for developing an efficient intdnae [13]

mining method. In this paper, we propose a two+layedel
for interactive mining of frequent patterns. Thestfilayer is

to construct the mining model independent of minsup!14!

Consequently, the second layer consists of mipnogess.

The cost of FP-tree was experimentally comparech wit[15].

interactive mining methods PC-tree and CanTree hwhie

adoptable with the proposed model. [16]
The experimental results verified that by using the

proposed model, the mining model is constructecepand

when minsup is changed there is no need to databa8d’

rescanning and reconstructing the mining modelh@lgh
the cost of FP-tree for static mining was less thath PC-
tree and CanTree, in interactive mining, the Fle-treist be
reconstructed and the number of changes in minsup
increases its cost. Conversely, by using the megonodel,
both PC-tree and CanTree construct the mining modisi
in first run in interactive mining which results teduce the
response time for interactive mining. The proposeatiel
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can be also used to develop further superior ot
mining methods.
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