
 
 

 

  
Abstract—Feature selection is an important step in building an 
effective and efficient classifier. In this paper, we propose an 
iterative forward selection method (IFSM) inspired by the 
cross-validation approach. IFSM ranks all variables by a score 
called the discriminant power score (DPS). DPS represents the 
discriminant ability of each variable, which is estimated using 
different training datasets through cross-validation. In this 
paper, IFSM is applied to an infant cry dataset. The following 
results were derived from the experiment: 1) the variable with a 
higher DPS is effective for building a better classification model, 
and 2) IFSM shows a drastic improvement in classification 
accuracy compared to non-iterative IFSM. We believe that 
IFSM is a promising method in the field of pattern recognition.  
 

Index Terms—feature selection, forward selection method, 
cross-validation, classification, baby cry  
 

I. INTRODUCTION 
Feature selection is an important step for building an 

effective and efficient classifier. The forward selection 
method (FSM) is widely used as a powerful approach [1]. In 
this method, variables (also called attributes or features) are 
progressively added one by one to the classification model in 
descending order of discriminant power. In our previous 
study, we proposed an F-value-based FSM (FSM in the 
following text) and showed that effective variables for 
classification can be extracted using a gene expression dataset 
[2] and an infant cry dataset [3]. However, a critical issue of 
FSM was that classification accuracy significantly varied 
depending on the number of variables used for the model. 

The aim of this study is to extract variables that have a 
robust and high discriminant power. Here we propose 
iterative FSM (IFSM in the following text) that is inspired by 
cross-validation. IFSM conducts FSM for different training 
datasets generated by cross-validations. A major point of 
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IFSM is that all variables can be ranked by a score called the 
discriminant power score (DPS). A variable with a higher 
DPS is expected to be more effective for class discrimination. 
In this study, we verify the performance of IFSM using a cry 
dataset for infants with a genetic disease in their throat called 
ankyloglossia with deviation of the epiglottis and larynx 
ADEL [4, 5]. 

This paper is organized as follows. Section II briefly 
describes the FSM algorithm and then explains the procedure 
of IFSM. Section III describes the evaluation experiments 
using the infant cry data. Section IV shows the results and 
discussion of the performance. Finally, Section V summarizes 
our conclusions and suggests future work.  

II. METHOD 

A. Forward Selection Method (FSM) 
Suppose that we have a two-class dataset as shown in 

Fig.1. Each sample is characterized by a set of variables (also 
called attributes or features). The aim here is to select 
discriminative variables between the two classes. FSM 
extracts the differentially represented variables using a simple 
statistic called F-value, as defined by equation (1).  
 

 ,   (1) 
 

where n1 and n2 are the number of samples in class 1 and class 
2, respectively, p is the number of variables before adding a 
new variable, and Dp

2 is the squared Mahalanobis distance [6] 
between the mean vectors of the two classes. Using the 
F-value defined by equation (1), FSM incrementally extracts 
variables by the following FSM: 
Step 1: The first variable vi (i = 1) is determined by ranking the 

F-value for all variables by substituting p = 0. 
Step 2: For the i (≥2)-th variable, we choose an i-th variable 

from the remaining variables and add it to the set of i − 
1 variables. Then, the F-value is calculated for the total 
set of i variables by substituting p = i − 1.  

Step 3: Step 2 is repeated for all variables in the remaining set, 
and the i-th variable is determined by selecting the 
variable with the largest F-value. 

Step 4: Steps 2 and 3 are repeated for i ≤ n1 + n2−2 until the 
ranking of variables is accomplished. 

Finally, we obtain the following ranking vector: 
, 
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where the variables are sequenced in the order of the one 
selected in Step 3.  

B. Iterative FSM based on cross-validation (IFSM) 
IFSM is an iterative FSM inspired by cross-validation. In 

this study, we utilize the leave-one-out cross-validation 
method (LOOCV) [7] for cross-validation.  

Figure 2 shows the procedure of IFSM. First, one test 
sample is taken from the dataset. Then, the remaining samples 
are used as a training dataset. Subsequently, we apply FSM to 
the training dataset and obtain a ranking vector of variables. 
In addition, each variable is scored according to its rank order. 
These steps are repeated for every test sample, and 
accordingly, the scores of the variables are also updated every 
time. The resulting score is called a discriminant power score 
(DPS). DPS takes a value 0–1. Algorithm 1 is a pseudo code 
for the DPS calculation, and RM (i, j) is the index number of 
the variable ranked jth by FSM for the training dataset i. A 
variable with a higher DPS is expected to be more effective 
for class discrimination. Thus, we build a classifier using a set 
of variables with high DPSs under a certain threshold. 

III. EXPERIMENTS 

A. Baby Cry Samples 
We focus on the cries belonging to a class of painful cries 

caused by ADEL [4, 5], and aim to discriminate between the 
ADEL cries and others. In this study, we use a set of baby cry 
samples provided by Wang et al. [3], which consists of 26 
samples from ADEL babies and 23 samples from normal 
babies. A sample indicates waveform data per breath, which is 
manually clipped from the time-series data. 

B.  Preprocessing 
For each sample, we perform the following process. First, 

L frames are created from a sample. Each frame has a length 
of 51.2 ms with an overlap of 50% for each other and is 
weighted by a Hamming window. Next, these L frames are 
transformed into spectral envelopes by linear predictive 
coding (LPC) [8]. LPC is widely used for generating a smooth 
curve for the graph of FFT magnitudes, and can highlight the 
spectral peaks of the formant frequencies. In this study, the 
LPC order (the number of LPC coefficients used) is fixed to 
16 following the report by Hariharan et al. [9], and the 
number of variables (frequency points in the power spectrum) 
is fixed to 80 based on preliminary experiments.  

The above process is performed for 49 samples. Finally, 
we obtain a labeled dataset in which the column and row are 
the variables and samples, respectively, and each element 
corresponds to a spectral power.  

C. Evaluation 
We evaluate the classification accuracy using variables 

obtained by IFSM. The classifier used here is linear 
discriminant analysis using Mahalanobis distance [6]. 
Classification accuracy is estimated by LOOCV [7].  

First, we extract one sample as a test sample from the 
dataset. Next, IFSM is applied to the remaining samples and 
the variables are ranked in descending order of DPS. Starting 
from the variable that has the maximum DPS, we build a 
classification model and conduct a classification test for the 
test sample. By cumulatively adding a variable in descending 
order of DPS, we repeat the classification test for the test 
sample using the classification model constructed each time.  

The above process is repeated for all test samples. For 
each cumulative size, we calculate the percentage of correctly 
classified test samples, namely classification accuracy.  

IV. RESULTS AND DISCUSSION 
Figure 3 is the DPS graph for all variables (frequencies) in 

which the horizontal and vertical axes indicate the frequency 
and DPS value, respectively. This DPS graph is created by 
applying IFSM to the entire sample (49 samples). We see that 
the DPSs of the top 5 variables are significantly higher than 
those of the other variables. Thus, these variables are 
expected to be effective for discriminating between ADEL 
cries and normal cries. Figure 4 shows the classification 
accuracies with a cumulative increase of the number of 

Fig. 1. Data format used in this study. Fig. 2. Procedure of IFSM.  



 
 

 

variables (up to the 30th) in descending order of DPS. As 
expected, the classification accuracy exhibits a rapid increase 
up to the 5th variable and accomplishes 100%. An unstable 
and downward trend is observed from the 6th variable and 
above; this is caused by the fact that the discrimination power 
of the variable weakens with the increase of ranks. 
Nevertheless, it is noteworthy that it keeps accuracies from 
being larger than 87.5%.   

Figure 5 shows the classification accuracies obtained by 
FSM, which is our previous approach. Note that the 
horizontal axis is the cumulative number of variables ranked 
by a single FSM. We see that the classification accuracy of 
FSM is considerably inferior compared to that of IFSM. FSM 
trains only a single dataset. In contrast, IFSM learns different 
training datasets by cross-validation, and preferentially 
extracts variables showing a stronger discriminant power. We 
consider that such a strategy of IFSM works effectively for 
finding discriminative and robust variables. 

Mukai et al. reported that in ADEL, the vocal tract is 
narrowed in the vicinity of the glottis [5]. This means that an 
ADEL baby finds it more difficult to produce a low-frequency 
voice than a normal baby. In fact, higher DPSs are distributed 
in relatively low frequencies. In this way, DPS is potentially 
capable of being related to qualitative features between 
different classes. A more detailed discussion of DPS 
interpretation will be published in a separate paper. 

V. CONCLUSIONS 
We proposed a new feature selection method called IFSM 

that is an improved algorithm of the F-value-based FSM. 
IFSM iterates FSM for different training datasets generated 
by cross-validation, and computes a discriminant power score 
(DPS) for each variable. In this paper, we applied IFSM to an 
infant cry dataset and evaluated the classification accuracy by 
LOOCV. As a result, it was shown that IFSM significantly 
enhanced the classification accuracy by FSM, and that the 
variables with higher DPSs were effective for building better 
classification models.  

In this study, linear discriminant analysis using 
Mahalanobis distance was employed as a classifier. In future 
work, we will test various combinations of IFSM and other 
classifiers such as a support vector machine. In addition, we 

will apply IFSM to other various datasets as well as audio 
datasets. 
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