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Translation and Rotation Invariant Content-
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Abstract—This paper presents a novel content-based image
retrieval algorithm to improve the retrieval performance in
situations with local translation and rotation of image objects.
This improvement is the result of employing Frobenius norm of
wavelet coefficients. This norm ignores translation and rotation
without negative effects on image object information. This
algorithm consists of extracting wavelet coefficients of images and
finding their Frobenius norm =as the image features. The
Frobenius norm of the query image is then compared with the
norms of the images in the database. This paper uses the Corel
10001, 2] data set images for testing the algorithm. The
evaluation criteria are recall rate, precision and F-measure.
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I. INTRODUCTION

Content-based image retrieval (CBIR) refers to searching
algorithms that extract similar images to a query image
from a dataset of images according to their content. Due to the
many image and video applications of CBIR and the
development of high quality cameras with low prices, CBIR
schemes have generated widespread interest [3, 4]. The idea of
CBIR arose in the 1970s when images were annotated by text
and so image search algorithms employed text instead of
images in the retrieval process. However, annotating images
suffers from a dependency on users providing efficient
descriptions. These difficulties resulted in the development of
algorithms that describe images based on their contents. These
algorithms summarize images by the use of their features such
as texture [5], color [6, 7] and shape [8, 9, and 10]. The
complexities of image contents make choosing features to
describe images complex too [11, 12]. Feature extraction plays
an important role in CBIR [13, 14].

This paper focuses on situations where similar objects in a sub-
class of image database have been translated or rotated. Our
approach in defining features helps to overcome the problems
arising from local translation or rotation, and also improves
retrieval performance. The application of wavelet transforms
(WT) and emploving the F-norm of three categories of their
coefficients for feature vectors results in robustness against
translation and rotation.
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The rest of this paper is organized as follows. Section 2 talks
about the algorithm. This section discusses WTs and how to
extract robust image features based on WT coefficients (WTC)
even if these images have been translated or rotated. Section 3
discusses the algorithm evaluation measures; recall rate (RR),
precision rate (PR) and F-measure (FM). The final section
presents the results of a simulation that showed algorithm
robustness against translation and rotation with a suitable
degree of FM.

II. InMaGE RETRIEVAL ALGORITHM

Figure 1 shows a block diagram of a CBIR system. First,
all images in the dataset undergo feature extraction and the
feature vector (FV) of each image is generated. The features
of each query image and its corresponding FV is generated
as well. The FV of each query image is compared with those
of the images in the dataset according to a similarity
measure, and the most similar images are selected as the
output results. The feature extraction consists of producing
WTCs, and the FV consists of the WTC norms. The
similarity measure is based on the closeness of the FV
components. Next, WT and FV generation and the similarity
measures are described.
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Fig 1. Block diagram of CBIR system

III. WAVELET TRANSFORM AND FEATURE VECTOR
GENERATION

WT is a powerful tool in digital image analysis. Fig. 2 shows
the process of calculating the WT of an image. At first the
image rows undergo low pass and high pass filtering; then
the output results undergo high and low pass filtering from
the column side. The final output consists of four images
made up of the low pass version of the image from the row
and column sides and three other images that contain the
low pass version from the row (column) and high pass
version from the column (row) side and the high
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passversion from the row and column. The results are
called LL, LH, HL, and HH respectively.

Column filtering

Row filtering { Hp }—m HH
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Fig.2: WT of an image

Figure 3 shows the feature selection scheme. As shown in Fig.
2, each coeflicient of the FV consists of the F-norm of each
output image by the WT. Equation 1 shows the F-norm of a
vector. As shown in Fig. 2, we calculate the norm of the LL
and LH rows and the HL columns of the wavelet coefficients.
Eq. 2 shows the FV obtained by the norms. This method of FV
generation ensures robustness against low levels of local
translation and rotation.
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Fig3. FV generation

IV, SpMILARITY MEASURE

The similarity between images in the current research is
based on the ratio of two factors. The first is the minimum
of two FV components and the second is their maximum
value. The reason is that if two components are similar, this
ratio will be high, and if they are not similar the ratio will
be low [20]. Equation 3 shows the similarity measurement:
in this equation vgandv; are the i* component of FV of the
query image and the image from the database. The average
of all §; is the final similarity factor, as shown in Equation 4.
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The most similar images to the query one are considered
the desired output.

min(vh,vi) | ,
- Mv& or vy =0
Si={ max(vi.v}) (3)
1 v& 5 vé, =0

€))

V. SYSTEMEVALUATION CRITERIA.

Two criteria are normally employed to evaluate a CBIR
system. These criteria are precision and recall rate, and are
defined by Equations 5 and 6 respectively [21, 22]. In these
equations, T is the total set of retrieved images and P is the
total set of relevant images based on a desired similarity.
Normally, P is a known set for each image. In the case of the
Corel dataset, as all of the images have labels, the
intersection of T and P can be found without human
intervention. The absolute value notation shows the total
number of elements of a set.

5 [PNT
Precision = ] &)
PAT
Recall=J—|- (6)
IP|

A suitable retrieval system should have a high recall rate
and precision rate at the same time. As presented hy
Equation 7, M-Measure can be used to show system
suitability [23]. This factor will have a high value if both the
recall rate and the precision rate have high values at the
same time; otherwise it will have a low value.
Consequently, F-measure is a more suitable value for
describing system performance.

2 x Precision < Recall
F — measure =

N

Precision + Recall

VI. EXPERDMENTAL RESULTS

For this research we performed simulations on the Corel
database, which contains different categories of images.
Importantly, many of these images contain similar objects
that have been translated and/or rotated. All of the images
in the dataset have labels from which similar images can be
identified. Figure 4 shows the retrieved images that are
similar to the two sample images; the average similarity of
the retrieved images is written under each image. It can be
seen that the variation in the similarity of images under
different rotations and translationswas very low. This
result shows the robustness of the proposed algorithm
against translation and rotation.
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Fig 4. Similar images to query and the precision

While the new algorithm performs well under translation
and rotation conditions, its overall performance is
comparable to similar schemes. Figure 5 shows the average
RR and PRaccording to the similarity measure. It is evident
that for high similarity the RR is low but the PR is high, and
vice versa. The best value for both RR and PR is the point
where the F-measure is atits maximum value. Figure 6
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shows that this point is where RR and PR are near 0.7 and
0.76 respectively. This gives an F-measure equal to 0.73.
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Fig 5. Recall and precision rates based on similarity
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Figure 6. The best point of F-measure based on recall rate
and precision rate
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