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Abstract—Plenty of recommendation methods are put for-
ward to alleviate the information overload problem, but no
unique method can satisfy all the e-commerce web sites. One
significant reason lies in the different features of data sets,
for instance the sparsity of the customer-object relations which
would lead to cold start problem. In this study, we obtain a
data set from an online tourism website, where the purchasing
behaviors are too scarce to support recommender systems
well. However, there are abundant of browsing histories which
are very related to customers’ purchasing behaviors. We then
propose a new temporal recommendation method based on the
temporal browsing histories. Compared with some benchmark
methods, such as collaborative filtering method, popularity-
based method, and content-based method, our new method
can provide very accurate and novel recommendations. It can
also update the recommendation lists in real time with little
computational cost. In addition, we infer that customers usually
have clear targets when they enter this web site.

Index Terms—Recommender System, Tourism Routes, Data
Mining, Temporal, Browsing History

I. INTRODUCTION

RECOMMENDER systems are a subset of information
filtering system that provide customers with relevant

objects [1], [2]. They are applied in plenty of e-commerce
web sites to boost the sales, provide convenient shopping
experience, and enhance the customers’ loyalty. To date,
many different models have been proposed [2], such as
content-based method [3], collaborative filtering method [4],
[5], hybrid recommender systems [6], [7], diffusion-based
method [8], [9] and so on.

Previous related studies usually focus on the data limited
to the purchasing or rating histories. However, such records
for single customer is relatively scarce in many cases. For
instance, we get some purchasing histories from a web
site which provides various plans of tourist routes, and
find customers only has 1.1 purchased plan on average due
to the limited budget. If we only consider the purchasing
behavior to build recommendation system, it would probably
fall into cold start problem [10]. In order to overcome
this disadvantage, recommending popular objects is a good
and widely used solution. However, we find it performs
badly, because none of the objects is very popular, and the
customers’ purchased plans are revealed to be quite different.
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The essential reason is still due to the very few purchasing
histories.

Actually, there are indeed much information we can use.
In this study, we successfully obtain an amount of brows-
ing histories, which were little studied before. Replacing
customer-purchase-object relations with customer-browse-
object relations, we firstly implement several classical rec-
ommendation method, including popularity-based method,
collaborative filtering method, and content-based method.
None of them performs well. Nevertheless, we notice that
different customers have neither similar purchasing histories,
nor browsing histories, while the similarity among the objects
within one customer’s browsing history are much higher than
those among all objects. We also find the customers prefer the
objects which they recently browsed. Considering these fea-
tures comprehensively, we propose a temporal recommender
system based on the temporal browsing histories. It can not
only provide more accurate and novel recommendations, but
also update the recommendation lists in real time with little
computational cost. That is to say, the recommendation lists
can be adjusted immediately once the customer browses new
objects, which might impact customers’ decisions.
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Fig. 1. Distribution of customer’s activities and objects’ popularities.
Subfigure (a) shows the distribution of the amount of objects purchased
by per customer, and the embedded figure correspondingly shows the
cumulative distribution where only the amounts above 1 are considered.
Subfigure (b) shows the distribution of the amount of total/unique objects
browsed by per customer. In Subfigure (c), the popularity is measured by the
number of purchase. In Subfigure (d), the popularity is measured according
to the browsing histories).

The rest of this paper is organized as follows: Section
II briefly describe the related works; Section III presents
the Data, the benchmark recommendation methods, and the
evaluation metrics; we compare the experimental results and
propose our new method in Section IV; Section V shows the
conclusion and discussion.
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II. RELATED WORKS

Considering the features of our data, we apply one content-
based recommendation method [3] and one memory-based
collaborative filtering recommendation method [11] as two
benchmark methods. The crucial part of the content-based
method is to characterize the items and then measure the
similarity between them. The mainstream method contains
Vector Space Model such as Term Frequency Inverse Docu-
ment Frequency [12], and Probabilistic models such as Naı̈ve
Bayes Classifier [13] and Decision Trees [14]. As to the
collaborative filtering methods, there are a mass of method
measuring the similarities between customers [2], including
Cosine index [5], Pearson coefficient [5], node-dependent
similarity [15], path-dependent similarity [2] and so on.

Browsing histories were studied by Lieberman [16] early
in 1995, in order to assist users in browsing the Internet, and
still attract researchers’ much attention to learn users’ behav-
iors in the area of web personalization [17], [18]. Browsing
histories are well utilized in web mining. However they
are rarely studied in the recommendations for e-commerce
web sites, because such information is very confidential.
One related study is implemented in Amazon, where the
recommender system records the users’ browsing histories
and purchasing histories to create a personalized shopping
experience for each customer [19].

As to the time information, many temporal recommender
systems are proposed [20]. Ding and Li [21] applied an
exponential decay rate on old ratings to give more importance
to recent ratings. They argued that the recent ratings should
better reflect the users’ current tastes. More evidence was
found by Zhang et. al. [22], where they removed some old
ratings and extracted the information backbone of online
systems. In 2010, Koren [23] presented a model tracking the
time changing behaviors in order to distill the longer-term
trends from the noisy patterns. Xiong et. al. [24] proposed a
continuous time-based model based on Bayesian probabilistic
tensor factorization. And then, Guo et. al. discussed the
impact of the time window on the recommender systems
[25]. In addition, the influences of time dimension, such as
the time of the day, day of the week, and season of the
year, were also proved to be a valuable input for improving
recommendation quality [26], [27].

III. DATA AND METHOD

A. Data

The data set is collected from a web site which offers
various plans of tourist routes (named as objects in this
paper). Due to the confidentiality agreement, neither the
information about the company’s name nor any personal
information about the customers is public to us. Our data set
is only consisted of the browsing and purchasing histories
of anonymous customers with the time stamps from May
to August in 2015. After removing the invalid accounts,
including the testing accounts and proxy accounts, we get
201, 466 customers and 1, 844 objects. Therein, 3, 893 cus-
tomers placed orders, and purchased 4, 297 objects in total.
The majority of customers did not purchase any objects,
while 91.29% customers out of who placed orders purchased
only 1 object, shown in Figure 1(a). It therefore seems like
to be very difficult to learn the customers’ interests.

However, we find many customers have an abundant of
browsing histories as shown in Figure 1(b), which also shows
that a customer might browse an object many times. Then we
check the frequencies of objects in each customer’s history.
As shown in 2(a), a customer will browse the purchased
object 3.76 times on average, much higher than the number
of times, 2.4, averaged by all the objects he browsed. When
we consider all the customers, the average number of times
is only 1.29. Many customers did not focus their attention on
any specific object, which maybe because they did not have
enough desire to travel, or just were surfing in the Internet.
Therefore the pattern of browsing one object multiple times
may be the significant feature of the customer who are
eager to travel. And the object which was browsed multiple
times are very probable to be the final purchased object (the
evidence will be shown in the Section Experiments).

In Figure 1 (c) and (d), we respectively represent the distri-
butions of the frequencies that each object was purchased and
browsed. Again we can see the small number of customers’
purchasing behaviors: nearly half of the objects were not
purchased by anyone; even the most popular object was
purchased by only 114 customers (less than 3% customers).
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Fig. 2. The features of customers’ browsing histories. Subfigure (a) repre-
sents the distribution of the frequency that a user browsed the object which
he purchased. The decimal 3.76 is the average value of the frequencies. The
decimal 2.4 is the average frequency of all the objects in each customer’s
(who purchased at least 1 object) history. The decimal 1.29 is also the
average frequency, but for all the customers, no matter if he purchased any
objects or not. Subfigure (b) shows the distribution of the similarities among
objects. Blue dash curve represents the distribution of similarities among all
the objects. Red solid curve corresponds to the similarities among the objects
within one customer’s browsing history.

B. Method

To compare the performances of different recommendation
methods, only the customers who purchased objects are taken
into consideration. We define the set of customers as C, and
the set of objects as O. If a customer cu ∈ C browsed
an object oi ∈ O, we mark this relationship via bui = 1;
else bui = 0. Similarly, if cu purchased oi, we denote it
by pui = 1, else pui = 0. We introduce four benchmark
recommendation methods.

Popularity based Algorithm (PbA for short). Popular
items are favoured by many well performed recommender
systems [2]. It can be defined as

s(oi) =
∑
cu∈C

pui. (1)

where s(oi) is the score of object oi. The disadvantage is
very obvious that every customer will be provided with the
exactly same recommendation lists.

Collaborative Filtering based Algorithm (CFA for
short). The term “collaborative filtering” was introduced
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by creators of the first commercial recommender system,
Tapestry [28], and now has been successfully and widely
applied. It filters information based on the common wisdom
of multiple people, which means that people would like the
object recommended by the people with similar interest.
Here, we assume two customers are similar if they have
similar browsing histories. The similarity can be defined
based on Jaccard Index [29],

s(cu, cv) =

∑
oi
bui ∗ bvi∑

oi
bui +

∑
oi
bvi −

∑
oi
bui ∗ bvi

.

where oi ∈ O. Then the score of recommending oi to cu can
be calculated through

s(oi|cu) =
∑

cv ̸=cu

s(cu, cv) ∗ b(v, i). (2)

Similar Item based Algorithm (SIA for short). It is a
content-based method. Here we create the objects’ profiles
using the cities contained in the tour routes, duration, quality
(i.e., economy, normal and deluxe), and some characteris-
tics (i.e., pick-up service, local tours, package tours, etc.).
Therein, cities and characteristics are textual descriptions
while the other two are numerical; the duration is continuous
while the quantity is discrete. We therefore measure the
similarity through four aspects: the similarity of the cities,
the proximity of duration, the proximity of quality and the
similarity of characteristic of different objects.

• Similarity of cities s1. Different routes usually contain
different numbers of cities, so the similarity between
two routes with many cities would be underestimated
by the number of common cities or Jaccard Index. For
example, we have s1(oi, oj) = 3

6 , s1(oa, ob) = 4
12

and s1(ox, oy) = 9
18 , which are calculated via the

Jaccard Index, where the numerators are the numbers
of common cities. If we use the numbers of common
cities, we get s1(ox, oy) > s1(oa, ob) > s1(oi, oj); if we
use Jaccard Index, we have s1(oi, oj) = s1(ox, oy) >
s1(oa, ob). But empirically such order s1(ox, oy) >
s1(oi, oj) > s1(oa, ob) would be more rational, be-
cause two sets with large size are more difficult to
share so many elements. So we introduce a new index
s1(oi, oj) = n√

m
∗ (

√
m − 1), where n is the number

of common cities shared by oi and oj , m is the total
number of cities in oi and oj .

• Proximity of duration s2. It can be measured by the
difference between two objects’ durations, written as
s2(oi, oj) =

|di−dj |
|dmax−dmin| , where di is the duration of

oi, and dmax (dmin) is the longest (shortest) duration.
Smaller difference means higher similarity.

• Proximity of quality s3. We define s3 via a similar
way to s2, written as s3(oi, oj) =

|qi−qj |
2 , where qi

represents the quantity of oi. We use 1 to indicate
economy tours, 2 to normal tours, and 3 to deluxe tours.

• Similarity of characteristic s4. Because of the quite
uneven distribution of different characteristics, we can
not directly use the number of common characteris-
tics to define s4. We borrow the idea from Adamic
and Adar [30], and get the definition s4(oi, oj) =∑4

k=1
δ(chik,chjk)
logN(chik)

, where chik is the k-th characteristic
of oi, and N(chik) is the number of objects having this
characteristic chik.

Mixing the normalized s1, s2, s3 and s4 together, we
obtain the similarity via

s = 0.4637s1 + 0.1912s2 + 0.0353s3 + 0.3098s4. (3)

The parameters used here are determined by the stand score
z-score, which is defined as z = x−µ

σ , where x is raw value
of one sample, µ is the mean value of the population and
σ is the standard deviation of the population. The absolute
value of z represents the distance between the raw value and
the population mean in units of the standard deviation. The
higher z is, the more significant x is. In this study, the z-
scores of s1, s2, s3, and s4 are 1.5190, 0.6262, 0.1157 and
1.0146 respectively, which clearly show the significance of
cities. Then we get the definition of s by normalizing z-score,
shown as Eq. (3), and define the score of oi as

s(oi|cu) =
∑

oj∈{B(cu)}

s(oi, oj),

where {B(cu)} is the set of cu’s browsing history.
Intra-popularity based Algorithm (IPA for short). From

Figure 2(a) we know that a customer tends to browse the
object over and over again before he makes the final choice.
Then we introduce a simple recommendation strategy that
the objects which are browsed with higher frequency are
assigned with higher score. The definition is written as

s(oi|cu) =
∑

oj∈B(cu)

δ(oi, oj), (4)

where, B(cu) is the browsing history of customer cu.

C. Evaluation Metrics

To evaluate the recommendation results, we firstly need
to separate a testing set from the whole data set. Because of
the few purchasing behaviors of each customer, we treat each
trade as a single record, and randomly choose 10% records
to form the testing set.

We first choose two standard evaluation metrics, precision
and diversity. Precision is a very practical metric since the
customers are usually concerned only with the top part
of the recommendation list. The top-L precision of the
recommendation lists for customer cu is defined as

Pu(L) =
hu(L)

L
, (5)

where hu(L) is the number of relevant objects (purchased by
cu) ranked in the top-L places. Averaging the individual pre-
cision over all the customers, we obtain the mean precision
P (L).

Diversity in recommender systems refers to how different
the recommended objects are with respect to each other,
which is defined by considering the variety of customers’
recommendation lists [31]. Given customers cu and cv , the
difference between the top L places of their recommendation
lists can be measured by the Hamming distance

Huv(L) = 1− Quv(L)

L
, (6)

where Quv(L) is the number of common objects in the top-
L places of the lists. If the lists are identical, Huv(L) = 0,
while if their lists are completely different, Huv(L) = 1.
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Averaging the diversity over all customers pairs, we obtain
the mean precision H(L).

Besides, we introduce a metric named novelty which refers
to how different the recommended objects are with respect
to what the users have already seen before. The initial way
to quantify the novelty is to measure the average popularity
of the recommended objects [2]. In this study, we re-define
the novelty as

Nu(L) = 1− du(L)

L
, (7)

where du(L) is the number of objects browsed by cu ranked
in the top-L places. The high value of novelty means that
the algorithm can recommend more novel objects that have
not been noticed by this customer before.

IV. EXPERIMENTS AND RESULTS

A. Comparisons among the benchmark methods

We consider only the top-k objects in each customer’s
browsing history to examine the top-L precision (P (L)),
diversity (H(L)) and novelty (N(L)). It is because the
recommendation lists would be worthless if we employ the
whole history. The reason/evidence will be presented in the
following results, that is the most frequently browsed objects
have higher probability to be the final purchase objects. In
the implementations, the values of k are selected from 1 to
20, and the values of L range from 1 to 10. Notice that, we
usually can not get L recommended objects via CFA and
IPA if L is large and k is small. For instance, if k = 1,
only 1 object can be recommended by IPA. So we introduce
the randomly filling policy that is randomly selecting some
objects to fill the recommendation list.

Apparently, the tendencies of P (L) when L changes
from 1 to 10 should be descending, because each customer
has at most one testing object and larger L will lead to
recommending more unrelated objects. The evidences are
shown in Figure 3 (P-1), (P-2), (P-3) and (P-4). We can see
that IPA can provide the most accurate recommendations,
better than SIA. It is a strong evidence for that customers
would pay more attention to the object he wants to buy,
rather than the most similar one to all the objects he browsed.
In comparison, the two classical methods, PbA and CFA,
have poor performances. It hints that the customers’ interests,
i.e., purchased objects, are not similar with each other. We
can also get the evidence from the high P (L) and H(L)
of IPA especially when k = 20 and L = 1, which means
that the most favoured objects for different customers are
quite different. The values of H(L) are always very large
(except PBA), because random filling policy would introduce
various objects. As to the N(L), there is a dilemma between
precision and novelty. It makes sense because the recom-
mendations are provided based on the browsing histories.
As above, high N(L) but low P (L) of PbA support that
popular objects are not so popular, which is in accordance
with the results in Figure 1(c).

From Figure 3, we notice that different k will significantly
impact the recommendations. Thus we present the influence
of k in Figure 4. For precision, the IPA is most sensitive
to the increasing k. The reasons are two folds. Firstly, the
intra-similarity among the objects in each customer’s history
is high (see Figure 2(b)) while the inter-similarity among the

5 10 15 20
0

0.5

1

P
(L

)

(P−1)

 

 

5 10 15 20
0.9

0.95

1

H
(L

)

(H−1)

5 10 15 20
0

0.5

1

N
(L

)

k

(N−1)

5 10 15 20
0

0.5

1
(P−2)

 

 

5 10 15 20
0.9

0.95

1

(H−2)

5 10 15 20
0

0.5

1

k

(N−2)

PbA L=1
CFA L=1
SIA L=1
IPA L=1

PbA L=5
CFA L=5
SIA L=5
IPA L=5

Fig. 4. The tendencies of P (L), H(L) and N(L) when k changes from
1 to 20. The subfigures in each row correspond to one type of evaluation
metric. The subfigures in each column are the results with same L, and have
the same legend. We do not show the results of H(L) for PbA, because
the values are always 0. The results are averaged by 100 independent
experiments.

histories of different customers is low (see the low precision
and high diversity of CFA). Then more records will not
largely influence the precisions of CFA and SIA. Secondly,
the customers usually browsed one certain object multiple
times before he/she placed the order (see Figure 2(a)). So
the IPA can identify the related object more precisely if it
knows more records. Novelty is also largely influenced by
different k. At this aspect, CFA is more preferred.

Overall speaking, the benchmark method PbA is not good
at either precision or diversity. Although the recommended
objects are novel for each user, the lists are totally the same.
For the rest three algorithms, there is a dilemma between
precision and novelty. In the following, we proposed a new
algorithm based on the temporal browsing histories, which
can provide both precise and novel recommendations.

B. Temporal Recommender System

Previous studies revealed that old information might be
redundant or even misleading [21], [22]. We are motivated to
check whether the newly browsed objects are more preferred
by the customer. We calculate the probability that the t-th
browsed object was purchased, which is defined as

p(1|t) = 1

|Ct|
∑

cu∈Ct

pui, (8)

where Ct is the set of customers whose browsing histories
contain no less than t records. pui = 1 if customer cu
purchased object oi, and oi is the t-th object in B(cu). The
results are shown in Figure 5, where we compare the two
cases of “forward” and “backward”. The “forward” means
the numbering (i.e., t = 1, 2, ...) starts from the earliest
record, while “backward” means the numbering starts from
the latest record. The latest records are observed to be more
consistent with the purchased objects. And we are inspired
to propose a new method based on the temporal browsing
history, named by TBH (temporal browsing history).
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Fig. 5. The probability that the t-th browsed object was purchased. Because
the number of customers whose |B(cu)| > 100 is very small, we treated
all the records whose t > 100 as a whole group (marked by t = 100) to
avoid the effect of small sample size.

This method considers two factors. One is the similarity
between the objects, defined in Eq. (3). The other is the
weight of the objects in each history. By introducing the
impact of time decay, the weight of an object oj for customer
cu, denoted by w(oj |cu), is defined as

s(oi|cu) =
∑

oj∈{B(cu)}

s(oi, oj) · w(oj |cu),

where w(oj |cu) is defined following an iterative way. It is

w(oj |cu)|t = [w(oj |cu)|t−1 + δ(oj , ok)]× f(∆Tt|cu,oj ),

where ok is the t-th object browsed by cu and t ≥ 1. The
function f(∆Tt|cu,oj ) is introduced to decay the weight of
the object browsed at early time, defined by an exponential
function f(∆Tt|cu,oj ) = e−α∗∆Tt|cu,oj , where α is to control
the rate of decay. The ∆Tt|cu,oj record the time difference
between the current time t and the time when oj was last
browsed. It is set to 0 if cu browsed oj at time t. So we
have ∆Tt|cu,oj = (∆Tt−1|cu,oj + 1) × (1 − δ(oj , ok)). All
the values of w(oj |cu)|0 and ∆T0|cu,oj are initialized as 0.

When α = 0, the first object recommended by TBH is
exactly the same to that of IPA. When α = 1, TBH is
meaningless because it will recommend the latest browsed
object. To find the optimal α, we compare the P (L), H(L)

and N(L) in Figure 6 (a), (b) and (c) respectively, using
the most significant values, i.e., P (1), H(10) and N(10)
(shown in Figure 3 and 4). The results show that a small
value of α would enhance the precision, while the larger
value of α would provide more novel recommendations.
However, the advantage of novelty is not significant. In
Figure 6 (d)-(f), we compare TBH (α = 0.2) with the
best performances of the four basic algorithms, i.e., IPA
which has the highest P (L) and H(L), and CFA which has
the highest N(L). We can see the TBH can provide more
precise recommendation. Although the diversity decreases,
it is still very high (larger than 0.98). As to the novelty,
TBH is competitive to CFA, or even better when L and k is
large. Moreover, the recommendation of CFA is not accurate
enough. Overall speaking, the new method performs the best.

V. CONCLUSION AND DISCUSSION

Recommender systems are widely employed by online
retailers, while different retailers usually needs different
recommendation strategies. In this study, we find the classical
methods, like collaborative filtering method and popularity-
based method, can not be directly applied to recommend
the plans of tourist routes. The reasons are not only due
to the very few purchased behaviors per customer, but also
because people does not choose very similar routes. To
provide effective recommendations, we learn the customers’
browsing histories and put forward a temporal recommender
system. Compared with the classical method, it can learn the
customers’ interests at a very early stage, and then provide
more accurate recommendations.

People’s interest may change over time, so the old infor-
mation may do harm to the precise commendations [22]. Our
method provide an automatic way of weakening the role of
old information. When to calculate the weight of the items
for a customer, we only need to update the score based on the
latest values and the time gap. Such method is much more
efficient than the collaborative filtering based model. Need
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Fig. 6. Experimental results of the new algorithm TBH. Subfigure (a),
(b) and (c) are to find the optimal α for TBH, and presents the values of
P (1), H(10) and N(10) respectively. Subfigure (d), (e) and (f) compares
the optimal TBH with the best benchmark methods, and respectively present
the comparisons for P (1), H(L) and N(L) with different k.

to notice that, the items in one customer’s recommendation
list provided by our method, must have similar properties. It
might be a bad recommendation in many cases, but not here.
As we showed in our statistic results, the objects browsed by
one customer are very similar, especially on the travelling
routes. Thus we infer that customers usually have some
specific travelling targets before he enters this web site. As
a result, recommending similar objects in such a business
system might be a better strategy of enhancing the purchase
rate.
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