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Abstract—In recent years, many researches of the drone 

(unmanned vehicles) have been carried out. Above all, the drone 

such as a multi-rotor craft might monitor and track suspicious 

person and find sufferers from disasters because it can move 

freely in the air. In the present research, a method was proposed 

that a multi-rotor drone can track a human by processing the 

two-dimensional images captured by a monocular camera 

installed on the multi-rotor drone. Furthermore, it can detect 

human without the differences of colors and movements of a 

target by using the Histograms of Oriented gradients (HOG) 

features and the linear Support Vector Machine (SVM). Then, it 

was shown that the multi-rotor drone could track a human by 

the proposed method.  

 
Index Terms—Multi-rotor drone, Human tracking, Image 

processing, HOG, Linear SVM. 

 

I. INTRODUCTION 

N recent years, the progress and evolution of drones 

(unmanned vehicles) are remarkable, and many researches 

of the drones have been carried out [1]-[3]. Above all, the 

drone such as a multi-rotor craft might monitor and track 

suspicious person and find sufferers from disasters because it 

can move freely in every direction in the air. However, the 

general robots as well as the multi-rotor drones may lose sight 

of targets like humans or objects in tracking. Therefore, the 

some researches that a multi-rotor drone tracks a target are 

performed. Juhng-Perng Su et al. and Tayyad Naseer et al. 

report that a multi-rotor drone tracks an object or human by 

detecting a targeted object with a stereo camera or a depth 

camera [4]-[5]. However, the flight-time of a multi-rotor 

drones become short in using a stereo camera or a depth 

camera because they consume electric power of a battery 

much. Furthermore, it takes much time to perform an image 

processing in using three-dimensional data captured by a 

stereo camera or a depth camera. For those reasons, Thomas 

M ller and Markus M ller took notice to a monocular camera 

because it is more lightweight and reasonable than a stereo 

camera or a depth camera as well as the processing time 
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becomes short since two-dimensional data are used in an 

image processing [6]. Then, they carried out the research 

where a multi-rotor drone tracks a human who has a different 

color against background colors by using two-dimensional 

images captured by a monocular camera. Furthermore, 

Gonzalo R. Rodríguez-Canosa et al. performed the research 

where a multi-rotor drone track moving human and object in 

which they are expressed by vectors in two-dimensional 

images captured by a monocular camera [7]. Furthermore, 

Ashraf Qadir et al. reported that an unmanned miniature plane 

tracks an object by detecting the image similar to an image 

called “template” in two-dimensional images captured by a 

monocular camera [8]. In general, the detection method using 

the color has difficulty in detecting a target when the color of 

a target is similar to those of the background. Then, another 

detection method using the movements of a human and an 

object is difficult to detect a stationary target. The detection 

method using the image of “template” also has difficulty in 

detecting a pedestrian whose shape changes in the images 

because it is weak to a change of shape of a target. 

In the present research, the method was proposed that a 

multi-rotor drone can track a human. The proposed method 

tracks a human while detecting a human without the 

differences of colors and the movements of a target. The 

Histograms of Oriented Gradients (HOG) features and the 

linear Support Vector Machine (SVM) were used in 

two-dimensional images captured by a monocular camera 

installed on the multi-rotor drone. Then, the validity and 

effectiveness of proposed method were examined in the 

experiment which a multi-rotor drone used. 

II. METHOD TO DETECT A HUMAN BY A MONOCULAR 

CAMERA 

A. Detection of a Targeted Human 

It is necessary to perform an image processing on images 

captured by a monocular camera in the case of detecting a 

human using the monocular camera. In the present research, 

the Histograms of Oriented Gradients (HOG) features and the 

linear Support Vector Machine (SVM) were used in detecting 

a human using a monocular camera [9]. The HOG features 

can express a rough shape of a human by making a histogram 

of the luminance-gradient vectors in a local area of an image.  

Then, the linear SVM is one of pattern recognition models. 

Fig. 1 shows whole photo image, detection window, block, 

cell and image pixel. The whole photo image is an image 

captured by a monocular camera. The o-xy coordinate frame 
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(Global coordinate frame) is fixed to the whole photo image. 

The ow-xiyjs coordinate frame, namely Window coordinate 

frame is fixed to the detection window. The ob-xkyl coordinate 

frame, namely Block coordinate frame is fixed to the block. 

The os-xmyn coordinate frame, namely Cell coordinate frame 

is fixed to the cell. The op-xpyp coordinate frame, namely Pixel 

coordinate frame is fixed to the image pixel.  

Fig. 2 shows luminance-gradient vectors in the case that the 

luminance value on coordinate(xm, yn) is denoted by L(xm , yn). 

Then, the luminance-gradient vector made in Fig. 2 denotes a 

feature in each image pixel. The magnitude, Gmn and 

argument, θmn of luminance-gradient vector on coordinate(xm, 

yn) are calculated by (1), (2), (3) and (4). 

 
The range of calculated θmn is generally from 0 to 2π [rad]. 

However, in the present research, the range was treated as 

from 0 to π [rad] excluding the direction of 

luminance-gradient vectors. 

Fig. 3 shows histogram of luminance-gradient vectors. The 

histogram is made from the data of luminance-gradient 

vectors in each cell in a detection window. The 

luminance-gradient vector made in Fig. 2 denotes a feature in 

each image pixel. Then, the luminance-gradient vector is 

weak to a change of shape of a target. However, the histogram 

is strong to the change of shape because it is made in each cell. 

The histogram also denotes the sum of magnitude of 

luminance-gradient vectors in each π/9[rad] on the arguments 

of luminance-gradient vectors.  

Fig. 4 shows normalized histograms on luminance-gradient 

vectors in a block. The histograms are normalized to adapt 

well the change of brightness. There are four histograms in 

each block. The histograms is normalized by (5) and (6). 

 
The Gkl denotes the sum of magnitude of 

luminance-gradient vector on coordinate(xk, yl). The Gkl* is 

the normalized Gkl. The ε is used to avoid that the 

denominator in (6) becomes zero. 

Fig. 5 shows the way to raster-scan in a detection window. 

The raster-scan is performed by moving the block in a 

detection window. Then, the histograms are normalized in 

every moving the block in the detection window. At the start 

of the raster-scan, the upper-left corner of a block accords 

with the upper-left corner of a detection window. The 

direction of raster-scan is the left one. The distance, Dw by 

sliding of raster-scan is 1 [cell]. The block is moved to a new 

line by the line-feed width of 1 [cell] when the right edge of a 

block exceeds the right edge of a detection window. The 

raster-scan in a detection window finishes when the lower 

edge of a block exceeds the lower edge of a detection window. 

Fig. 6 shows the flowchart for calculation of HOG features 

in a detection window. Then, the histograms normalized by 

the raster-scan denotes the HOG features in a detection 

window. In the present research, a Region Of Interest (ROI) 

that is a range where image processing is performed is set on a 

whole photo image. Because the processing time in using 

ROIs is shorter than that in using a whole photo image when 

the image processing to detect a human is performed. 
 

 
Fig.1.  Whole photo image, detection window, block, cell and image pixel 

 

 
Fig. 2.  Luminance-gradient vectors 
 

 
Fig. 3.  Histogram of luminance-gradient vectors 

 

 
Fig. 4.  Normalized histograms on luminance-gradient vectors in a block 
 

 
Fig. 5.  Raster-scan in a detection window 
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Fig. 7 shows the way to raster-scan in a ROI. The 

raster-scan is performed by moving the detection window in a 

ROI. Then, the raster-scan in a detection window is 

performed in every moving the detection window in the ROI. 

At the start of the raster-scan, the upper-left corner of a 

detection window accords with that of a ROI. The direction of 

raster-scan and the distance, Dr by sliding of raster-scan as 

well as the width, Wr by line-feed of raster-scan never change 

in the raster-scan in a detection window. The detection 

window is moved to a new line when the right edge of a 

detection window exceeds that of a ROI. The ROI is reduced 

by the reduction ratio, α when the lower edge of a detection 

window exceeds that of a ROI. Then, the execution of 

raster-scan in a ROI are kept after making the upper-left 

corner of a detection window accord with that of a reduced 

ROI. The compression is performed until a reduced ROI 

becomes smaller than a detection window. The reduction of a 

ROI is performed until the size of a reduced ROI becomes 

smaller than that of a detection window. It is impossible to 

calculate the HOG features in the case that a human is inside a 

detection window when the size of a human is bigger than that 

of a detection window in a ROI. The detection windows 

where there are humans are detected by using the linear SVM 

and the HOG features of detection windows in an initial ROI 

and reduced ROIs. Then, a position of the upper-left corner of 

a detection window in a ROI reduced by αN ,whereα is the 

redaction ratio of a ROI and N is the  number of times that an 

ROI is reduced, is converted into that in an initial ROI. The 

coordinates of upper-left corner of a detection window in a 

reduced ROI is expressed by (x /αN，y /αN ). The linear SVM 

is the learning model to perform a pattern recognition using 

the discriminant function. The linear SVM can learn the 

parameters of discriminant function. The discriminant 

function used in the present research is expressed by 

 
where, x denotes the vector calculated using the HOG features 

in detection window, then w and b denote the vector and the 

scalar, respectively, calculated using the parameters learned 

by the linear SVM. For example, the f (x) should result in 1 

when x is the vector calculated using the HOG features in the 

detection window where there is a human. Then, the f (x) 

should result in -1 when x is that in the detection window 

where there is no a human. In the present research, the values 

opened to the public in the Open Source Computer Vision 

Library (Open CV) were used as the w and b in the 

discriminant function [10]. 

Fig. 8 shows the renewal of an initial ROI. The height, hr 

and breath, br of a renewed initial ROI are β1 times hw and β2 

times bw, respectively, because the coordinates in the center of 

a renewed initial ROI coincides with those of a detected 

detection window. 

Fig. 9 shows the flowchart for human detection. The image 

processings shown in Figs.1-8 are performed for the 

sequential whole-photo-images made from a moving image 

until the signal of termination command is read. It becomes 

possible to detect a human by the above method. 

B. Position of a Human in a coordinate frame fixed to a  

   monocular camera 

Fig. 10 shows the position of a human in the camera 

coordinate frame fixed to a monocular camera. It is necessary 

to find a position of a human in the coordinate frame fixed to a 

monocular camera in the case of a human tracking using the 

whole photo image captured by the monocular camera. The 

oc-xcyczc coordinate frame denotes the camera coordinate 

frame fixed to the monocular camera. The Pc (xc , yc , zc) 

[pixel] denotes the position of the human of center in the 

camera coordinate frame, oc -xc yc zc fixed to the monocular 

camera, where B is breadth  [pixel] and H is height [pixel] of a 

whole photo image. 

Fig. 11 shows the relationship between the camera 

coordinate frame, oc-xc yc zc fixed to a monocular camera and a 

global coordinate frame. It is possible to calculate the 

coordinates(yc , zc ) [pixel], because the whole photo image is 

two-dimensional image. However, it is difficult to calculate 

the distance in the xc –direction. Then, the xc is calculated by 

(8) and (9) using the triangulation method with the angle, θ0 

[°] of view-field of a monocular camera and the coordinate, 

yc [pixel]. 

 
Where θ0 is the angle [° ] of view-field of monocular 

camera,  θ1 is the angle [°] between zc-axis and the straight 

line that the slope is expressed by ( | yc |+ b /2 ) / xc through the 

origin oc in Fig. 11. It becomes possible to calculate the 

position of human of center in the camera coordinate frame, oc 

-xc yc zc fixed to a monocular camera by the above method. 
 

 
Fig. 6.  Flowchart for calculation of HOG features in a detection window 

 
Fig. 7.  Raster-scan in a ROI 
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Fig. 8.  Renewal of an initial ROI 

 

 
Fig. 9.  Flowchart for human detection (Refer to Fig.6) 
 

 
Fig. 10.  Position of a human in the camera coordinate frame fixed to 

a monocular camera 

 
Fig. 11.  Relationship between the oc-xcyczc camera coordinate frame fixed to 

a monocular camera  and the global coordinate frame. 

III. METHOD TO TRACK A HUMAN USING A MULTI-ROTOR 

DRONE 

Fig. 12 shows the multi-rotor drone used as a platform in 

the present research. This drone is AR.Drone2.0 installing a 

monocular camera developed by Parrot Corporation [11]. 

Fig. 13 shows the configuration of control system for the 

multi-rotor drone. The drone can transmit the images captured 

by the monocular camera to a PC using the Wi-Fi 

communication. The PC firstly calculates the velocity such 

that the position Pc (xc , yc , zc) of a human can come to the 

center (yc = zc = 0) of image sent from the drone to the PC. 

Then, the PC transmits the calculated velocity to the drone 

using the Wi-Fi communication. 

Fig. 14 shows the coordinate frames used for human 

tracking using the multi-rotor drone. The od -xd yd zd in Fig. 4 

denotes the coordinate frame fixed to the gravity center of the 

drone. The vx [m/s] and vz [m/s] are the translational velocities 

of the drone in xd - and zd - directions, respectively, in the od -xd 

yd zd. The ωz [rad/s] is the angular velocity of the drone around 

the zd -axis in the od -xd yd zd. The desired human position is 

(  (= const.),  (= 0),  (= 0)) in Fig. 14. 

Fig. 15 shows the block diagram of proportional control on 

the velocity of the multi-rotor drone for human tracking. It is 

necessary to give velocities such that Pc (xc , yc , zc) comes to 

the center (yc = zc = 0) of images captured by the monocular 

camera to the drone while keeping the distance (xc = const.) 

between the drone and a human when the drone tracks a 

human. Then, the translational velocities, vx [m/s], vz [m/s] and 

the angular velocity, ωz [rad/s] that the drone can track a 

human are given by (10), (11) and (12).  

 
Where, the Kx [m/(pixel‧ s], Kz [m/(pixel‧ s] and Kθz 

[rad/pixel‧ s] are the gains of proportional control. 
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Fig. 12.  Multi-rotor drone used as a platform in the present research 

(AR.Drone2.0. Parrot Corporation) 

 

 
Fig. 13.  Configuration of control system for the multi-rotor drone 

 
Fig. 14.  Coordinate frames used for human tracking using  

the multi-rotor drone 

 

Fig. 16 shows the flowchart for human tracking. The values 

of vx [m/s], vz [m/s] and ωz[rad/s] are set to zero when a human 

is not detected in the ROIs. The human tracking by drone is 

performed until the signal of terminal command is read. The 

above method can make the drone track a human. 

A. Experimental Method 

Fig. 17 shows the experimental environment and the 

experimental result. In Fig. 17, the solid and broken lines 

show the trajectories of the drone and the human, respectively. 

The numbers, (a)-(h) on the trajectory of the drone, in Fig. 17 

denote the positions at the times of the figures, (a)-(h) in Fig. 

18. Then, the distance between the drone and the human was 

kept by 4.0 [m]. 

B. Experimental Result 

Fig. 18 shows the experimental result that the multi-rotor 

drone could track the human under the experimental plane 

explained in the previous section. The Figs. (a)-(h) in Fig. 18 

show the photo images captured in every 2.0 seconds when 

the drone had tracked the human. 

 
 

Fig. 15.  Block diagram of proportional control on the velocity of 

the multi-rotor drone for human tracking 

 

 
Fig. 16.  Flowchart for human tracking (Refer to Fig.11) 

IV. EXPERIMENT TO HUMAN TRACKING 

 
Fig. 17.  Experimental environment and the experimental result 

(Refer to Fig.18) 

Proceedings of the International MultiConference of Engineers and Computer Scientists 2016 Vol I, 
IMECS 2016, March 16 - 18, 2016, Hong Kong

ISBN: 978-988-19253-8-1 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

IMECS 2016



 

 
(a) t = 0.0 [s]                                              (e) t = 8.0 [s] 

 
(b) t = 2.0 [s]                                              (f) t = 10.0 [s] 

 
(c) t = 4.0 [s]                                             (g) t = 12.0 [s] 

 
(d) t = 6.0 [s]                                             (h) t = 14.0 [s] 

Fig.18.  Experimental result that the multi-rotor drone could track the human 

(Refer to Fig.17) 

V. CONCLUSION 

In the present research, the method was proposed that a 

multi-rotor drone can track a human while detecting a human 

by using the HOG features and the linear SVM on images 

captured by a monocular camera installed on the drone. 

Furthermore, it was shown that the multi-rotor drone could 

track a human in the experiment where the proposed method 

was used. 

APPENDIX 

Fig. a-1 shows an example of the histogram of 

luminance-gradient vectors in a cell. In Fig. a-1(c), the 0~8 

[×π/9] and monochrome gradation denote arguments divided 

in every π/9 [rad] from 0 to 2π [rad] and magnitudes, 

respectively, of luminance-gradient vectors. The 

monochrome gradation becomes white as the magnitudes 

becomes larger. 

Fig. a-2 show an example of visualized histograms on 

luminance-gradient vectors. Fig. a-2 made by the method 

explained in Fig. a-1(c) shows an example of the visualized 

histograms of luminance-gradient vectors in a photo image of 

a detection window. 

 
Fig. a-1.  Example of the histogram of luminance-gradient vectors in a cell 

 
Fig. a-2.  Example of visualized histograms on luminance-gradient vectors 
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