
 

 
Abstract— Multi-view video consists of a set of multiple 

video sequences from multiple viewpoints or view directions in 
the same scene. It contains extremely a large amount of data 
which has a high degree of correlation with both spatial and 
temporal redundancy. The redundant data can be eliminated 
with multi-view video coding (MVC) by using motion 
estimation and disparity estimation. I proposed fast disparity 
and motion estimation algorithm to reduce computational 
complexity. The redundancy reduction problem can be solve 
by determine the optimize search range. The search range can 
vary area depended on object moving rate. Disparity 
estimation can eliminate mismatched points from data set. The 
experimental results show that the proposed method can 
reduce the encoding time, so that the encoder complexity can 
be reduced but achieves almost the same compress quality. In 
case that the distance is zero 

Index Terms—A Multi-view video coding(MVC), motion 
estimation, disparity estimation, H.264/AVC, Search range 
 

I. INTRODUCTION 

 owadays, the world's video broadcasting 
technologies are developed and changed all the time. In 

the past, users were limited to see only 2D so that they could 
access to the image only one side. However, recently 
emerged 3D video technology allows them to access the 
image in more freedom view so that it seems more realistic 
video to users. The viewer can interactively choose 
viewpoint in 3D space to observe the action of a dynamic 
real-world. In developing 3D video broadcasting 
technology, researchers presented multi-view video (MVV) 
as a key technology for various application [1].  

MVV [2- 3] basically consists of a set of video sequences 
capturing the same scene simultaneously from cameras at 
different view directions as shown in Fig. 1. It contains of 
huge amount of data which has a high degree of correlation 
with both spatial dependencies between the camera views 
(inter- view) and temporal redundancies (inter-frame) as 
among the frames each view. The redundant data should be 
eliminated with multi-view video coding (MVC) by using 
motion estimation (ME) and disparity estimation (DE). ME 
has been used to reduce temporal redundancy, and DE has 
been employed to reduce inter-view redundancy. 
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The ideal of ME and DE is to track every pixel from frame 
to frame. However, it requires very expensive computational 
cost. Since this system has serious limitations on data 
distribution applications, such as broadcasting, multimedia 
streaming services, and other commercial applications, I 
need to compress the multi-view sequence efficiently 
without sacrificing its visual quality significantly [4-6].  

 
Fig 1 Overall of multi-view video coding. 

Many algorithms have been proposed for saving the ME 
and DE computational to reduce processing time and more 
accurate. FS (Full Search) is the best one in terms of the 
quality of the predicted image and its resolution of the 
motion vector it is very computationally intensive. This 
algorithm find the optimal motion vector for a given block 
in the anchor frame by comparing it with all candidate 
blocks in the target frame within a predefined search range 
and finding the one with the minimum error, but it requires 
very expensive computational cost [9]. For solving the 
complexity problem of motion estimation, many fast motion 
estimation algorithms. 

Fast ME algorithms have been proposed as alternatives to 
the exhaustive full search technique. These algorithms 
reduce the search positions through the efficient search 
pattern. Some of these algorithms have been widely utilized 
in video coding applications. Examples include the three 
step search (TSS) [10], the new three step search (NTSS) 
[11], the four step search (4SS) [12], the diamond search 
(DS) [13], Zhu et al. [14] suggested a diamond search (DS) 
method based on the characteristic of the center-biased 
motion vector (MV) distribution typically existed in the 
real-world video sequences, the gradient search, hierarchical 
search, and the cross search (CS). These algorithms reduce 
their computation by using techniques such as sub-sampling 
search area and by restricting the search window. Due to 
their uniform search strategy without differentiating the 
types of motion, these algorithms perform well only for 
certain video sequences. 
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The authors set up the research target to develop a coding 
algorithm with low complexity and low computational cost. 
I proposed fast disparity and motion estimation for reduce 
complexity, to solve the redundancy reduction problem by 
considering the information of regions, and set up priority 
among region based on information in the pre-processing. 

This paper proposes algorithm to reduce computational 
complexity of ME and DE for MVC. I utilize multi-view 
camera geometry and the relationship between the disparity 
and motion vectors, and then determined a search range and 
reduced the searching points within the limited window. 

The rest of this paper is organized as follows. Proposed 
Method of Adaptive Search Range Determination is 
presented in Section 2. The experimental results are shown 
in Section 3.. Finally, the conclusion is drawn in Section 4. 

II. PROPOSED METHOD  

Disparity estimation computed in every group of pictures 
enables the application of virtual view construction. By 
knowing the mapping between the left and right images, an 
intermediate view can be reconstructed through 
interpolation. In the case of our MVC model, a mapping 
between 

A. Initialization of Disparity 

I define the epipolar geometry between a pair of images. 
Let C and C′ be a pair of pinhole cameras in 3D space. Let 
m and m′ be the projections through cameras C and C′ of a 
3D point Min images I and I′ respectively. The geometry of 
these definitions is shown in Fig. 2. The epipolar constraint 
is defined as follows. 

 
Fig 2  Epipolar geometry between a pair of images. 

 
Image rectification can be view as the process of 

transforming the epipolar geometry of a pair of images into 
a canonical form. This is accomplished by applying a 
homography to each image that maps the epipole to a 
predetermined point as shown in Fig. 3.  

 
Fig 3  Image rectify. 

 

B. Motion Estimation and Search Range Determination 

In order to track a moving object on an image efficiently, 
position of moving object in the next timing frame should 
be properly estimated, and its search range also should be 
then determined in appropriate size. The proposed motion 
estimation method of moving object on the next timing 
frame and the proposed search range determination method 
are described in below. 

- Motion Estimation 
The position of moving object in the next timing frame 

can be estimated by using the distance of search point (r) of 
a previous pair frames which can be simply expressed by 
the following equation 
 

                      (1) 
 
where Δx and Δy stand for distance in x and y direction 
respectively. In case of the distance is zero, It probably 
means some errors occur, and full search as same as initial 
state needs to be performed for finding moving object. 
 

-  Search Range Determination 
Suppose the search point representing object position in 

the next frame is already estimate in the previous process, 
search range determination is then start. In this paper, I 
apply mode complexity (MDC) and global disparity vector 
(GDV) for determining searches range located on the search 
point on the next frame. I decide the tested modes of each 
MB based as located the corresponding position in the next 
frame. The mode size is derived from the corresponding 
MB and use to compute MDC shown in Fig. 4. I can find 
the new search range by using dynamically adjusted. It can 
divide 4 region which depend on movement frame rate. 
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Fig 4 Flowchart of the proposed adaptive motion search range. 
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In most cases, the predicted search range works well. 
However, there are exceptions. To avoid the over limited 
search range being set, I propose two additional methods, 
early termination of ME and adaptive search range 
modification. Early termination is used to reduce the search 
range for homogeneous motion MBs that are misclassified 
as complex motion. A large search range should be 
unnecessary if the resulted block-matching residuals are 
already quite small with all-zeros after quantization. 
Calculate the mode complexity MDC by use global disparity 
vector to located the corresponding picture of the neighbor 
view and the information of mode size is derived from the 
corresponding MB and use to compute MDC 
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Where Wi is is the MB mode factor defines; 

III. EXPERIMENTS 

A. Experimental Setup 

 
I evaluated the coding complexity and performance of 

the proposed algorithms using various multi-view 
sequences. The test sequences Flamenco1 were provided by 
the KDDI. In addition, the test sequence Exit came from 
MERL (Mitsubishi Electric Research Laboratories) and 
“Breakdancers” and “Ballet” came from Microsoft 
Research. The test sequences are shown in Fig. 5. Table I 
describes the properties of the various test data sets. 

 
Table I Data Set 

Sequences 
 

Resolution No. 
of Horizontal 

Views 
 

Camera 
Spacing 

Breakdancers  1024x768 8 20 cm 
Ballet  1024x768 8 20 cm 
Flamenco1  640x480 8 20 cm 
Exit  640x480 8 20 cm 

 
The coding parameters for the motion search and view 

order in JMVM are listed in Table II. According to our 
experiment, if the search mode is full search or in a large 
search range like 96, In addition, since the motion 
prediction part in H.264/AVC was modified according to 
our method, reduction of bits for motion vectors is 
compared with fast search algorithm.  

 
Fig 5 Data set for Experiment 

 

Table II Parameters in JMVM 
Parameters Value Note 

Search Mode 4 
(0:BlockSearch, 
4:FastSearch) 

Search Range 8/96 Search Range 
View Order 0-2-1-4-3-6-5-7 View Order 
 

B. Evaluation 

Evaluation of video coding algorithms can be done using 
objective and subjective measures and processing time all 
the process. The most widely used objective measure is the 
peak signal-to-noise-ratio (PSNR) of the signal which is 
given as 

   
2255

10logPSNR
MSE

                          (4) 

with being the mean squared error (MSE) between the 
original and decoded video samples.  
 

C. Experimental Results 

This section includes the performance of efficiency 
MVC. I have simulate Four MVC test sequences which the 
JMVM software. I compare the proposed method with full 
search algorithm, motion estimation without vary the search 
range, and conventional method in term of processing time 
and PSNR. The PSNR results are shown in Fig.6 According 
to the PSNR figures, the PSNR can improve from another 
method. When I compare with FS algorithm, PSNR can 
improve 0.2-0.3 dB. 

The result of processing time is shown in table III. The 
proposed method uses processing time less than another 
method except fixed search range method. When I compare 
with fixed search range method, the processing time do not 
too difference but PSNR can improve ostensibly. The 
proposed method can reduce the search candidate by 
determine the new search range so that it can reduces 
estimation time and speed up all process. 

 
 

 
Fig 6 Compares the rate-distortion performance 
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Table III Comparison of Processing Time 

Methods 
Test Data 

Ballet Breakdancer Flamenco1 
Full Search 
Algorithm 18,378 ms 17,414 ms 17,890 ms 
Proposed 
Method 13,900 ms 14,904 ms 14,250 ms 
Fixed Search 
Range 13,500 ms 14,700 ms 14,200 ms 
Conventional 
Method 16,790 ms 16,700 ms 16,650 ms 

 
This section includes the performance of efficiency 

MVC. I have simulate Four MVC test sequences which the 
JMVM software. I compare the proposed method with full 
search algorithm, motion estimation without vary the search 
range, and conventional method in term of processing time 
and PSNR. The PSNR results are shown in Fig.6  
According to the PSNR figures, the PSNR can improve 
from another method. When I compare with FS algorithm, 
PSNR can improve 0.2-0.3 dB. 

The result of processing time is shown in table III. The 
proposed method uses processing time less than another 
method except fixed search range method. When I compare 
with fixed search range method, the processing time do not 
too difference but PSNR can improve ostensibly. The 
proposed method can reduce the search candidate by 
determine the new search range so that it can reduces 
estimation time and speed up all process. 
 

IV. CONCLUSION 

This paper proposed fast disparity and motion estimation 
for reduce complexity to solve the redundant reduction 
problem by determining the optimize search range. The new 
search range is calculated from global disparity vector. This 
proposed tools aim to reduce the search region and the 
number of reference frames of searching candidate. The 
search range can vary area depended on object moving rate. 
The multi-view video coding based on the H.264 by using 
geometry based to find disparity estimation. The 
experimental results show that the proposed method can 
reduce the encoding time, so that the encoder complexity 
can be reduced but achieves almost the same compress 
quality. The encoding time reduce up to 25.4%.  
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