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Inception Classification and Object Detection
based Joint-CNN for Indoor Scene Classification
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Abstract—While convolutional neural network (CNN) has
been successfully used in many fields including single-label
scene classification, it is vital to note that real world scenes
generally contain multiple semantics and multi-label, especially
in the indoor scene classification due to its content complexity.
At the same time, most approaches try to make the network
much deeper to make sure that they can extract more detail
information. However, the deeper network will cause a lot
of problems such as the increase of computational costs and
network costs and so on. In order to solve these problems,
this paper presents a novel framework which called Joint-CNN
based on the proposed special label extraction and network
structure. Extensive experiments on various data sets show that
our method has enhanced the performance on MIT indoor67
and SUN397 data sets.

Index Terms—scene classification, CNN, multi-label, indoor
scene.

I. INTRODUCTION

CENE classification is a very important and challenging

research topic and application technology in computer
vision field. With the development of technology, more and
more problems have appeared. Traditional feature-based and
semantic-based approaches are no longer so popular. With the
emergence of more and more data, classification approaches
based on deep learning are widely used in scene classifi-
cation, especially convolutional neural network (CNN) [1].
Although the accuracy is already high, the classification
problems in specific situations cannot be solved, such as the
complicated indoor scene classification problem. There are
mainly two problems as follows: The first problem is label
ambiguity. In general, scene usually consists of several ob-
jects. With scene categories number grows, label ambiguity
has become another crucial issue in large-scale classification.
Single-label-based scene classification method, is no longer
suitable for complicated scenes classification. We cannot
determine what kind of scenes the image with a few objects
belongs to. For example, as Fig. 1 shown, library is very
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Fig. 1. Image examples from the MIT indoor database. We show two pairs
of scene categories (i.e., Office and Meeting room, Book Store and Library).
As we can found, they are easily confused.

similar to bookstore and they both contain identical repre-
sentative objects such as books, bookshelves. The second
problem is the calculation cost. With the exponential growth
of digital images storage, different objects, scenes, actions
and attributes exist in an image. The traditional approaches
to learning multi-label scenes deeply is to learn their own
filters and thresholds for each independent scene. These
techniques, although working well, fail to explicitly exploit
the label dependencies in an image. Deeper CNN [1] is more
conducive to getting visual information and image structure,
which causes that more and deeper networks will be created,
their calculation speed is slow, and their calculation cost
increase.

These challenges provide a major impetus for us to
develop a new network for indoor scene classification, by
making two major contributions:

1) Propose an Object Detection CNN (OD-CNN) archi-

tecture to calculate objects’ probabilities and generate
a local vector;

2) Modify the Batch Normalization Inception (BN-
Inception) [2] model to generate an Inception Clas-
sification CNN (IC-CNN) to classify the images with
OD-CNN. We combine them into a new network, Joint-
CNN.

The rest parts are structured as follows: In Sec. II, we
introduce related work including image label and scene
classification. Then Sec. III refers to the details of our
proposed method. Experiments are in Sec. IV, we will
make a comparison with state-of-the-art methods. Lastly, the
conclusion is summarized in Sec. V.

II. RELATED WORK

In this section, we briefly review previous works, and then
we present related work on two aspects: one is image label,
another is scene classification.
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Fig. 2.

Joint-CINN. We propose a Joint-CNN, which is composed of IC-CNN and OD-CNN. The OD-CNN picks some image features from IC-CNN,

and generates image local feature. While IC-CNN extracts image global feature and then injects into the hidden layer to classify with local feature.

A, Image Label

In scene classification, image labels are some attribute in-
formation such as content, category. In the early classification
methods, most of the images were based on a single-label,
that is to say, only labeling the category which they belong to.
However, with the advent of large data sets, scene categories
in the data set have increased, and the complexity of pictures
in the class has increased. The difference between classes is
reduced and the overlap between classes is increased. The
image single-label cannot reflect the accurate information of
the picture, so the single-label classification method has been
limited. So many people did some measures such as object
detection to extract more information in the picture as multi-
label [3], [4]1, [5], [6]. Current state-of-the art methods show
that multi-label classification task is receiving increasing
attention. R. Girshick er al. combined region proposals with
CNN, called R-CNN [7] to localize and segment objects. J.
Wang e al. [8], in order to explicitly exploit the label depen-
dercies in an image, they proposed CNN-RNN framework.

However, these methods do not take label ambiguity too
much into account when classifving the scenes. We propose
a model called OD-CNN, which solves our problem by
combining target detection and Faster R-CNN.

B. Scene Classification

Scene classification, is a very important field and chal-
lenge in computer vision, many researchers are constantly
exploring. In previous work, Initially, LiL] e al. [9] proposed
Object Bank (OB), which identified the scene category by
identifving objects in the scene. Then, Juneja er al. [10]
proposed a Bag of Parts (BOP) feature based on high-
level semantics to solve the problem of similar information
of images, and to extract rich and diverse image semantic
information. Recently, deep convolutional networks have
been exploited for scene classification by Zhou er al. [11].
After this, more and more networks are proposed to solve
this problem.
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In this paper, our method is different from these previous
work. We tackle scene classification problems, such as scene
category ambiguity and large computation cost, with deep
learning and large indoor scene data set. In addition, we
design a new model to extract deep image information as
multi-labels.

ITIT. JOINT-CNN FRAMEWORK

In order to solve above problems, we propose a framework
called Joint-CNN. It consists of OD-CNN and IC-CNN.
Fig. 2 shows the overall framework.

A. Object Detection (OB)

1) Feamre Extraction: Tn order to classify objects and
scenes, we apply convolutional network to model this pro-
cess. According to Fast R-CNN, we optimize it to make
it more suitable for our network structure. Joint-CNN is
applied so that we can share a common set of convolution
lavers to get feature maps and reduce the calculation cost
in object detection [12] significantly. We extract multi-scale
features from interval layers of the Joint-CNN as shown in
Fig. 2. Given an image to enhance the detection capability
for dense and small targets. We add max pooling layers on
the lower lavers to carry normalize multiple feature maps
and use local response normalization (LRN). In our method,
in order to assist the scene to be better classified basing
on Joint-CNN, we simplify the neural network structure of
object detection and combine it with multi-scale features
effectively. The features can be pre-computed before region
proposal generation and detection process.

2) Region Proposal: From the method Faster-RCNN, we
get enlightenment that a pithy and targeted ConvNet can
make the features extracted performs better. We use interval
layers to activate the approximate regions and localize the
objects. Region proposal has a great relationship with the
category and complexity of the scene. So, we obtain about
450 regions on average from the layers we choose. The
activated neural units are extracted from the lavers not only
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Fig. 3. Changed BN-Inception. We change BN-Inception architecture in order to extract the large-scale image information, and this is the network details.

cover almost the image, but even a large part of them
overlaps each other. We calculate Intersection over Union
(IoU) among the bounding boxes of region proposals and
select a model as a benchmark for adjusting other bounding
boxes when ToU meets the condition. The small bounding
boxes, when compared to the large ones, are interference that
affects the final possible scores. So, we eliminate the useless
and overlapping parts to prevent from high false positive
rate. We consider [oU>0.5 between the bounding boxes of
a proposed region and rest of the regions is negative. In the
end, it approximately keeps nearly half of regions with a
larger area.

3) Fine-Tuning for Local Feature: Since a large number
of untreated local features patches from hidden layer, an
efficient and streamlined classifier is needed to decide which
object they belong to [13]. Up to now, methods as Support
Vector Machine (SVM), K-means, the trained models as
LBP [14] (Local Binary Pattern), neural networks [15] and
so on, are accepted by researchers more and more. For
the sake of substantial data, the pre-trained convolutional
neural network is selected as a fine-turned classifier [16].
The disambiguation clustering methods which based on
the stochastic gradient descent of the convolutional neural
network is defective. In the process, we found that there are
many unrecognized but useful patches wasted except labels
contained. We do experiments on this MIT Indoor67 [17],
there exist around a million remaining patches, and 200
ohject labels. So, in the classifier’s network, we replace the
normal output layer with a new output layer and retain the
hidden layers without changing. It is worth mentioning that
the purpose of this is that one extra label set is needed to
represent those which are discarded. An accurate object label
classifier increases the robustness especially for a complex
scene with many noisy labels.

B. IC-CNN

Basic Network: With the development of deep learning,
moere and more CNNs (such as AlexNet [18], VGGNet [19],
GoogLeNet [20], ResNet [21], etc.) are used for scene clas-
sification, especially indoor scene. In the proposed model,
BN-Inception is used as the base model. In addition to
its accuracy, it camnot only reduce the number of training
parameters but also improves its calculation ability and
speed. Based on this, we optimize and modify BN-Inception
model, and after that, further classify the scene images with
the multi-label which is generated from OD-CNN. It plays
well in the scene classification.

BN-Inception, which is shrinking down the representation
size so dramatically, doesn’t seem to lower the performance
that saves you a lot of computation [22]. As our base
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model, there are two convolutional lavers, ten inception
layvers and a max pooling laver. In addition, BN is applied
to the activations of convolutional layers, following by the
Rectified Linear Unit (ReLU) [23] for non-linearity. The
effects of inception model have been improved, especially
the convergence speed is faster by adding sigmoid activation
function model after BN operation.

As shown in the Fig. 3. In the original BN-Inception
model, in order to make it good at large-scale image classi-
fication, it is necessary to increase the width of the network.
So we take 336x336 images as input and increase three
convolution layers after inception model. At the same time,
the image local features (which can also called multi-label)
extracted from IC-CNN, are provided for OD-CNN. Then,
the feature vector pl and another feature vector 21 are
injected into the hidden layer H1, where the feature vector
pl is the global feature extracted by the exchanged BN-
Inception, and the feature vector »1 is the local feature that
it is transformed from the corresponding probabilities of the
object model generated by the OD-CNN network via the
hidden layer HO. Finally, another hidden layer H2 is adding
into our network, connected with the softmax layer to predict
the category of the scene, as Fig. 4 shown.

C. Training

We have two relatively independent pre-training models,
one is OD-CNN and the other is [C-CNN. In the first place,
for OD-CNN training, we use appropriate technical methods
to train its parameters. Here we divide the data set into
training set and test set, we consider the intersection over
union which is over 0.5 between the bounding boxes of
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Fig. 4. This figure illustrates the feature technique. We get image local
feature from HO. Then H2 combine the global feature from IC-CNN and
local feature via H'1 and H2. Finally, we get the classification result after
a fully connected layer.
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TABLE 1
CLASSIFICATION ACCURACY OF DIFFERENT PRE-TRAINED
MODELS ON THE TEST DATA SET

Model network architecture TOP1 Accuracy

Normal BN-Inception 88.9%
IC-CNN 89.2%
Normal BN-Inception + object detection 89.7%
IC-CNN + object detection 89.8%
Normal BN-Inception + OD-CNN 89.8%
Joint-CNN(IC-CNN + OD-CNN) 90.1%

a proposed region and ground-truth as positive and rest of
the regions as negatives. Moreover, the same with OD-CNN
training, IC-CNN uses a random gradient adjusted to fine-
tune our parameters. While training the hidden layer, we
define the cost function as follows:

1L
L(O) = 57 2_ Lo(f*) +7R(0), (1)

where, i € {i,...,Ng} is scene label, § is a parameter
of three hidden layers HO, H1 and H2. f is testing fea-
ture, Lg(f?) is data error from the last layer, yR(f) is a
regularization term that penalizes large weights to improve
generalization. We use stochastic gradient descent (SGD) to
optimize the network to find the weight § by minimizing the
loss L0 over the data. Finally, we update the parameters with
the last equation as follows:

Vigr = pVe —asy L' (6;), 2
Orp1 =0, + Vigq, 3

where p is the momentum and « is the learning rate. V{41
is the gradient of the model parameter 6.

IV. EXPERIMENT

We obtain a better experimental result by training and
adapting with fine turning on Places2. Then, the data which
have been experimented on large-scale data sets to prove
that our proposed method is effective. In this section, we
evaluate the generalization of our model and comparison
results among recent methods. Applying them on two other
data sets: MIT Indoor67 and SUN397 [24], which are used
as standard benchmarks for scene recognition.

From Table I, we can see that Joint-CNN outperform
both normal BN-Inception and BN-Inception with object
detection. After fine-tuning both IC-CNN and OD-CNN, the
performance of our method is further improved.

From Table II, the best comparable result is found by Joint-
CNN. With AlexNet [11] and VGGNet-16 [25], proposals
are generated using which are then projected into the feature
map or deeper network structure of CNN to extract feature.
Then, some methods like VSAD [26] and LS-DHM [27]
use refining features to train and classify binary SVM or
more complex classifiers. We use our object proposal strategy
instead of the method in Fast R-CNN net and use modified
BN-Inception as main network for scene classification. Our
Joint-CNN detector is approximately 10 times faster than
Fast R-CNN as we only classify around 200 regions instead
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TABLE 11
COMPARISON OF JOINT-CNN WITH OTHER METHODS ON
THE MIT67 AND SUN397 DATA SETS

Data set
MITIndoor67 SUN397
Method

ImageNet-VGGNet-16 [18] 67.6% 51.7%
Places205-AlexNet [25] 68.2% 54.3%
Places205-GoogleNet [25] 74.0% 58.8%
Places205-CNDS-8 [25] 76.1% 60.7%
Places205-VGGNet-16 [25] 81.2% 66.9%
LS-DHM [27] 83.8% 67.6%
VSAD [26] 84.9% 71.7%
Joint-CNN 86.9% 72.4%

of thousands of regions presented on SUN and MIT 67 data
sets. We found that how object detection performance varies
with the complexity of the data set and different number
of region proposals. The combination of appropriate object
detection (OD-CNN) technique and Corresponding network
framework (IC-CNN) presents a good scene classification
effect.

V. CONCLUSION

In this paper, we propose a novel framework JOINT-CNN
for indoor scene classification by using the vectors generated
from OD-CNN and IC-CNN to classify the scene images.
In OD-CNN, we try to detect more objects’ information
as soon as possible to generate image labels. And in IC-
CNN, we consider the global feature from our exchanged
BN-Inception model and the local feature from OD-CNN
as hidden layer’s input, and then make a classification. By
doing this, we get improving performance compared with
state-of-the-art approaches.
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