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TABLE I
CLASSIFICATION ACCURACY OF DIFFERENT PRE-TRAINED

MODELS ON THE TEST DATA SET

Model network architecture TOP1 Accuracy

Normal BN-Inception 88.9%

IC-CNN 89.2%

Normal BN-Inception + object detection 89.7%

IC-CNN + object detection 89.8%

Normal BN-Inception + OD-CNN 89.8%

Joint-CNN(IC-CNN + OD-CNN) 90.1%

a proposed region and ground-truth as positive and rest of
the regions as negatives. Moreover, the same with OD-CNN
training, IC-CNN uses a random gradient adjusted to fine-
tune our parameters. While training the hidden layer, we
define the cost function as follows:

L(θ) =
1

M

M∑
i

Lθ(f
i) + γR(θ), (1)

where, i ∈ {i, . . . , Ns} is scene label, θ is a parameter
of three hidden layers H0, H1 and H2. f is testing fea-
ture, Lθ(f i) is data error from the last layer, γR(θ) is a
regularization term that penalizes large weights to improve
generalization. We use stochastic gradient descent (SGD) to
optimize the network to find the weight θ by minimizing the
loss L0 over the data. Finally, we update the parameters with
the last equation as follows:

Vt+1 = µVt − α5 L′(θt), (2)

θt+1 = θt + Vt+1, (3)

where µ is the momentum and α is the learning rate. V t+1
is the gradient of the model parameter θ.

IV. EXPERIMENT

We obtain a better experimental result by training and
adapting with fine turning on Places2. Then, the data which
have been experimented on large-scale data sets to prove
that our proposed method is effective. In this section, we
evaluate the generalization of our model and comparison
results among recent methods. Applying them on two other
data sets: MIT Indoor67 and SUN397 [24], which are used
as standard benchmarks for scene recognition.

From Table I, we can see that Joint-CNN outperform
both normal BN-Inception and BN-Inception with object
detection. After fine-tuning both IC-CNN and OD-CNN, the
performance of our method is further improved.

From Table II, the best comparable result is found by Joint-
CNN. With AlexNet [11] and VGGNet-16 [25], proposals
are generated using which are then projected into the feature
map or deeper network structure of CNN to extract feature.
Then, some methods like VSAD [26] and LS-DHM [27]
use refining features to train and classify binary SVM or
more complex classifiers. We use our object proposal strategy
instead of the method in Fast R-CNN net and use modified
BN-Inception as main network for scene classification. Our
Joint-CNN detector is approximately 10 times faster than
Fast R-CNN as we only classify around 200 regions instead

TABLE II
COMPARISON OF JOINT-CNN WITH OTHER METHODS ON

THE MIT67 AND SUN397 DATA SETS

Method

Data set
MITIndoor67 SUN397

ImageNet-VGGNet-16 [18] 67.6% 51.7%

Places205-AlexNet [25] 68.2% 54.3%

Places205-GoogleNet [25] 74.0% 58.8%

Places205-CNDS-8 [25] 76.1% 60.7%

Places205-VGGNet-16 [25] 81.2% 66.9%

LS-DHM [27] 83.8% 67.6%

VSAD [26] 84.9% 71.7%

Joint-CNN 86.9% 72.4%

of thousands of regions presented on SUN and MIT 67 data
sets. We found that how object detection performance varies
with the complexity of the data set and different number
of region proposals. The combination of appropriate object
detection (OD-CNN) technique and Corresponding network
framework (IC-CNN) presents a good scene classification
effect.

V. CONCLUSION

In this paper, we propose a novel framework JOINT-CNN
for indoor scene classification by using the vectors generated
from OD-CNN and IC-CNN to classify the scene images.
In OD-CNN, we try to detect more objects’ information
as soon as possible to generate image labels. And in IC-
CNN, we consider the global feature from our exchanged
BN-Inception model and the local feature from OD-CNN
as hidden layer’s input, and then make a classification. By
doing this, we get improving performance compared with
state-of-the-art approaches.
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