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Abstract—Big data has become one of new research frontiers.
It is a collection of a large-scale and complex data sets that it
becomes more difficult to process using current database man-
agement systems and traditional data processing applications.
There are two challenges while dealing with big data: (1) how to
analyze big data efficiently; (2) visualization and presentation
of big data because of the larger volume, variety, and velocity
of the information.

This study proposes a cloud business intelligence system
for visual analytics with big data. A new kernel method for
analyzing big data is proposed. The principle of semismooth
support vector machine is introduced to collaborate with the
interval regression model. The proposed kernel method can
resolve the following problem efficiently: (1) big data; (2) noises
and interaction of the separation margin; (3) unbalance of the
separation margin.

Index Terms—big data, data visualization, cloud business
intelligence system, interval regression model.

I. INTRODUCTION

INFORMATION or data management according to a series
of studies by Carnegie Mellow University entails the

process of collecting, classifying, storing, retrieving, and
managing data.Data collected from different processes is
used to make decisions feasible to the understanding and
requirements of those executing and consuming the result
of the process. Data warehousing evolved to support the
decision-making process of being able to collect, store, and
manage data, applying statistical methods of measurement to
create a report and analysis platform.

Big data has become one of new research frontiers. Gen-
erally speaking, big data is a collection of a large-scale and
complex data sets that it becomes more difficult to process
using current database management systems and traditional
data processing applications. In 2012, Gartner Inc. gave a
definition of big data as: “Big data is high volume, high
velocity, and/or high variety information assets that require
new forms of processing to enable enhanced decision making,
insight discovery and process optimization” [22]. The trend
of big data sets is due to the additional information derivable
from analysis of a large set of related data, as compared to
separate smaller sets with the same total amount of data.

There are two challenges while dealing with big data:
(1) Analyzing big data: One of the major applications of

the future parallel, distributed, and cloud systems is
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in big data analytic [1], [5], [12], [13], [18], [21],
[23], [27]. Most concerned issues are dealing with big
data sets which often require computation resources
provided by public cloud services. How to analyze big
data efficiently becomes a big challenge [14], [18],
[35], [38], [40].

(2) Visualization and presentation of big data: The other
challenge is the visualization and presentation of big
data because of the larger volume, variety, and velocity
of the information [2], [6], [11], [19], [20]. Presentation
in visual form provides the capability to summarize
various amounts of information into a format that may
provide the ability to drill down to further level of
detail. Being able to drill down from higher level data
to more granular detail is a very important feature
in dashboard design. With the feature of drill down
analysis, users can easily navigate through the different
levels of data.

Although a large part of data produced nowadays is
unstructured, relational databases have been the choice most
organisations have made to store data about their customers,
sales, and products. As data managed by traditional database
management ages, it is moved to data warehouses for analy-
sis and for sporadic retrieval. Models such as MapReduce are
generally not the most appropriate to analyse such relational
data. Attempts have been made to provide hybrid solutions
that incorporate MapReduce to perform some of the queries
and data processing required by database management [1].

There are many research challenges in the field of big
data visualisation [2], [6], [11], [19], [20], [29], [32]. More
efficient data processing techniques are required in order to
enable real-time visualisation. Andrienko et al. [2] proposed
interactive visual display for analysis of movement behaviour
of people, vehicle, and animals. The visualisation tool dis-
plays the movement data, information about the time spent in
a place, and the time interval from one place to another. Choo
and Park [6] appointed some techniques that can be employed
with this objective, such as reduction of accuracy of results,
coarsely processing of data points, compatible with the
resolution of the visualisation device, reduced convergence,
and data scale confinement. Methods considering each of
these techniques could be further researched and improved.

This study proposes a cloud business intelligence system
for visual analytics with big data. A new kernel method for
analyzing big data is proposed. The principle of semismooth
support vector machine is introduced to collaborate with the
interval regression model. The rest of the study is organized
as follows. Section II proposes the kernel for analyzing
big data. Section III presents our discussions and expected
outcomes.
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II. PROPOSED METHODS

One of the major applications of the future parallel,
distributed, and cloud systems is in big data analytic [5], [18],
[23], [35]. Most concerned issues are dealing with large-scale
sets which often require computation resources provided by
public cloud services. How to analyze big data efficiently
becomes a big challenge.

The support vector machine (SVM) has shown to be an
efficient approach for a variety of data mining, classification,
analysis, pattern recognition, and distribution estimation [3],
[24], [26], [28], [33], [34], [37], [39]. Recently, using SVM
to solve the interval regression model [36] has become an
alternative approach. Hong and Hwang [15] evaluated inter-
val regression models with quadratic loss SVM. Bisserier et
al. [4] proposed a revisited fuzzy regression method where a
linear model is identified from Crisp-Inputs Fuzzy-Outputs
(CISO) data. D’Urso et al. [8] presented fuzzy clusterwise
regression analysis with LR fuzzy response variable and nu-
meric explanatory variables. The suggested model is to allow
for linear and non-linear relationship between the output and
input variables. Huang [16] solved interval regression model
with reduced support vector machine. Jeng et al. [17] devel-
oped a support vector interval regression networks (SVIRNs)
based on both SVM and neural networks.

However, there are several main problems while using
SVM model:

(1) Big data: when dealing with big data sets, the solution
by using SVM with a nonlinear kernel may be difficult
to find.

(2) Noises and Interaction: the distribution of data be-
comes hard to be described and the separation margin
between classes becomes a “gray” zone.

(3) Unbalance: the number of samples from one class is
much larger than the number of samples from other
classes. It causes the excursion of separation margin.

Under this circumstance, developing an efficient method
to analyze big data becomes important. The semismooth sup-
port vector machine has been proved more efficient than the
traditional SVM in processing large-scale data [9]. The main
idea of semismooth support vector machine is implemented
the class of a semismooth function [7], [30], [31] and has
been extended to nonlinear separation surfaces by using a
nonlinear kernel technology. A semismooth method based on
the Fischer-Burmeister merit function [10] is formulated to
solve the linear mixed complementarity problems defined by
the necessary and sufficient first-order optimality conditions.
The semismooth method reformulates the complementarity
problem as a system of nonlinear, nonsmooth equations, and
applies a generalized Newton method to find a solution.

Suppose that m training data {xi, yi}, i = 1, 2, . . . ,m are
given, where xi ∈ <n are the input patterns and yi ∈ {−1, 1}
are the related target values of two-class pattern classification
case. Then the standard support vector machine with a linear
kernel [39] is

min
w,b,ξ

1

2
‖w‖2 + C

m∑
i=1

ξ2
i

s.t. (1)
yi(w

txi + b) ≥ 1− ξi
ξi ≥ 0, i = 1, 2, . . . ,m

where b is the location of hyperplane relative to the origin.
The regularization constant C is a positive parameter to
control the tradeoff between the training error and the part
of maximizing the margin that is achieved by minimizing
‖w‖2. ξi is the slack variable with weight C/2. ‖w‖ is the
Euclidean norm of w which is the normal to the following
hyperplanes

wtxi + b = +1, for yi = +1 (2)
wtxi + b = −1, for yi = −1 (3)

The first hyperplane (2) bounds the class {+1} and the
second hyperplane (3) bounds the class {−1}. The linear
separating hyperplane is

wtxi + b = 0 (4)

A semismooth function is a generalized notion of con-
tinuously differentiable functions that are both Lipschitzian
and directionally differentiable. Let G : <n 7→ <n be a
Lipschitzian function and DG denote the set of points where
G is differentiable. In Ferris and Munson’s approach [9], b2

is added to the objective function of (1). This is equivalent
to adding a constant feature to the training data and finding
a separating hyperplane through the origin.

min
w,b,ξ

1

2
(‖w‖2 + 2b2) + C

m∑
i=1

ξ2
i

s.t. (5)
yi(w

txi + b) ≥ 1− ξi
ξi ≥ 0, i = 1, 2, . . . ,m

where ξi = {1−yi(wtxi+b)}+ for all i and the “+” function
is defined as x+ = max{0, x}. Then (1) can be reformulated
as the following minimization problem by replacing ξi with
{1− yi(wtxi + b)}+

min
w,b

1

2
(‖w‖2 + 2b2) + C

m∑
i=1

{1− yi(wtxi + b)}2+ (6)

The “+” function in semismooth support vector machine is
approximated by a semismooth function, G(x, ρ), as follows

G(x, ρ) = x+ ρ log(1 + e−ρx), ρ > 0 (7)

where ρ > 0 is the semismooth parameter. The G(x, ρ) with
a smoothing parameter ρ is to replace the “+” function of (6)
to obtain the following semismooth support vector machine
with a linear kernel

min
w,b

1

2
(‖w‖2 + 2b2) +C

m∑
i=1

G({1− yi(wtxi+ b)}, ρ)2 (8)

For specific data sets, an appropriate nonlinear mapping
x 7→ φ(x) can be used to embed the original <n features
into a Hilbert feature space F , φ : <n 7→ F , with a nonlinear
kernel K(xi, xj) ≡ φ(xi)

tφ(xj). Thus (8) can be extended
to the semismooth support vector machine with a nonlinear
kernel

min
w,b

1

2
(‖w‖2 + 2b2)+

C
m∑
i=1

G({1− yi(
m∑
j=1

vjK(xi, xj) + b)}, ρ)2 (9)
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where
m∑
j=1

vjK(xi, xj) + b is the nonlinear semismooth

support vector machine classifier. The coefficient vj is deter-
mined by solving an optimization problem (9) and the data
points with corresponding non-zero coefficients.

With the principle of semismooth support vector machine,
we can formulate the interval linear regression model as
follows

min
ā,c̄,d̄

1

2
(ātā+ c̄tc̄+ d̄td̄+ 2b2)+

C
m∑
i=1

G({1− yi(wtxi + b)}, ρ)2

s.t.

āxi + c̄|xi|+ d̄|xi| ≥ yi + ei

āxi − c̄|xi| − d̄|xi| ≤ yi − ei (10)
āxi + c̄|xi| ≤ yi + ei

āxi − c̄|xi| ≥ yi − ei
i = 1, 2, . . . ,m

where ā, c̄, and d̄ are the collections of all ai, ci, and di,
i = 1, 2, . . . ,m, respectively.

Given (10), the corresponding Lagrangian objective func-
tion is

L :=
1

2
(ātā+ c̄tc̄+ d̄td̄+ 2b2)

+ C
m∑
i=1

G({1− yi(wtxi + b)}, ρ)2

−
m∑
i=1

λ1i(yi + ei − āxi − c̄|xi|)

−
m∑
i=1

λ2i(āxi − c̄|xi| − yi + ei) (11)

−
m∑
i=1

λ3i(āxi + c̄|xi|+ d̄|xi| − yi − ei)

−
m∑
i=1

λ4i(yi − ei − āxi + c̄|xi|+ d̄|xi|)

where L is Lagrangian and λ1i, λ2i, λ3i, and λ4i are La-
grange multipliers. The idea to construct a Lagrange function
from the objective function and the corresponding constraints
is to introduce a dual set of variables. It can be shown that
the Lagrangian function has a saddle point with respect to
the primal and dual variables in the solution [25].

The Karush-Kuhn-Tucker (KKT) conditions that the par-
tial derivatives of L with respect to the primal variables
(ā, c̄, d̄) for optimality

∂L

∂ā
= 0⇒ā =

m∑
i=1

(λ3i − λ4i)xi −
m∑
i=1

(λ1i − λ2i)xi (12)

∂L

∂c̄
= 0⇒c̄ =

m∑
i=1

(λ3i + λ4i)|xi|

−
m∑
i=1

(λ1i + λ2i)|xi| (13)

∂L

∂d̄
= 0⇒d̄ =

m∑
i=1

(λ3i + λ4i)|xi| (14)

Substituting (12)–(14) in (11) yields the following opti-
mization problem

max
1

2
(
m∑

i,j=1

(λ1i − λ2i)(λ1j − λ2j)xtixj

−
m∑

i,j=1

(λ3i − λ4i)(λ3j − λ4j)xtixj

+
m∑

i,j=1

(λ1i + λ2i)(λ1j + λ2j)|xi|t|xj |

−
m∑

i,j=1

(λ3i + λ4i)(λ3j + λ4j)|xi|t|xj |

+
m∑

i,j=1

(λ2i − λ2j)(λ3i − λ3j)xtixj (15)

−
m∑

i,j=1

(λ2i + λ2j)(λ3i + λ3j)|xi|t|xj |

− 2
m∑

i,j=1

((λ3i + λ4i)(λ3j + λ4j)|xi|t|xj |+ b2))

+ C
m∑
i=1

G({1− yi(wtxi + b)}, ρ)2

s.t.

λ1i, λ2i, λ3i, λ4i ≥ 0

Similarly, we can obtain the interval nonlinear regression
model by mapping x 7→ φ(x) to embed the original <n
features into a Hilbert feature space F , φ : <n 7→ F , with a
nonlinear kernel K(xi, xj) ≡ φ(xi)

tφ(xj). The optimization
problem as (16) can be deduced by replacing xtixj and
|xi|t|xj | in (15) with K(xi, xj) and K(|xi|, |xj |), respectively

max
1

2
(
m∑

i,j=1

(λ1i − λ2i)(λ1j − λ2j)K(xi, xj)

−
m∑

i,j=1

(λ3i − λ4i)(λ3j − λ4j)K(xi, xj)

+
m∑

i,j=1

(λ1i + λ2i)(λ1j + λ2j)K(|xi|, |xj |)

−
m∑

i,j=1

(λ3i + λ4i)(λ3j + λ4j)K(|xi|, |xj |)

+
m∑

i,j=1

(λ2i − λ2j)(λ3i − λ3j)K(xi, xj) (16)

−
m∑

i,j=1

(λ2i + λ2j)(λ3i + λ3j)K(|xi|, |xj |)

− 2
m∑

i,j=1

((λ3i + λ4i)(λ3j + λ4j)K(|xi|, |xj |) + b2))

+ C
m∑
i=1

G({1− yi(wtxi + b)}, ρ)2

s.t.

λ1i, λ2i, λ3i, λ4i ≥ 0

The followings are well-known nonlinear kernels, where σ,
γ, r, h, and θ are kernel parameters.
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(1) Gaussian (radial basis) kernel: e
−‖xi−xj‖

2

2σ2 , σ > 0. [28]
(2) Hyperbolic tangent kernel: tanh(γxix

t
j + θ), γ >

0. [34]
(3) Polynomial kernel: (γxix

t
j + r)h, h ∈ N, γ > 0 and

r ≥ 0. [39]

III. CONCLUSION

This study proposes a cloud business intelligence system
for visual analytics with big data. Cloud based BI benefits
users by providing applications scalability. Cloud computing
technology makes it easier to deliver the BI software as
a service for users who want to acquire cloud BI without
managing the hardware and software.

In addition a kernel method for analyzing big data is
proposed. The principle of semismooth support vector ma-
chine is introduced to collaborate with the interval regression
model. The main idea of semismooth support vector machine
is implemented the class of semismooth functions and has
been extended to nonlinear separation surfaces by using a
nonlinear kernel technology. The proposed kernel method
can resolve the following problem efficiently: (1) big data;
(2) noises and interaction of the separation margin; (3)
unbalance of the separation margin.

For future extensions, this work may be implemented into
complete decision support systems which include various
models and reasoning strategies. Through the user interfaces,
the decision-makers may modify the network structures, rel-
evant parameters and distributions. There are some potential
themes:

• Potential applications of intelligent decision support
with big data, such as supply chain management, busi-
ness strategic analysis, and biomedicine.

• Integrated analysis with fuzzy sets and rough sets in
various graphical decision model.

• Hybrid decision analysis with fuzzy sets and rough sets
in cloud environment.
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