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Abstract– A data-driven fMRI (functional magnetic
resonance imaging) analysis method is proposed for
studying brain responses to stimulation when the in-
formation for predicting their onset or duration is un-
available. The method is suitable for experiments
involving a single event or non-repetitive multiple
events. The method is built upon the pre-existing
temporal clustering analysis techniques with addi-
tional features that make use of the signal changes
of the neighbouring voxels to ensure that the selected
voxels for response detection are those most likely to
have been activated by the stimuli. For method val-
idation, eight sets of fMRI data from three different
kinds of sensory experiments are applied. The results
demonstrated that our method is able to detect the
time bins during which the stimuli were administered
and the identified voxels corresponding to the brain
areas, which are typically activated in this kind of
experiments. Moreover, in these eight sets of data,
the accuracy of stimulation response detection is 75%
compared to 58.33% without the selection criterion.
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1 Introduction

fMRI (functional magnetic resonance imaging) has been
one of the most popular methods for studying brain activ-
ity. The brain activation can be detected by analysing the
BOLD (blood oxygenation level dependent) time series,
typically at each voxel in the brain. The analysis methods
can be broadly divided into two categories: model-driven
methods and data-driven methods [10]. In model-driven

∗The authors would like to thank the Wellcome Trust for the
project funding.

†S. Lee and M.J. Brammer are with Brain Image Analysis Unit,
Institute of Psychiatry, King’s College London. SE8 8AF United
Kingdom sarah.lee at iop.kcl.ac.uk, m.brammer at iop.kcl.ac.uk

‡F. Zelaya is with Institute of Psychiatry, King’s College Lon-
don. SE8 4AF United Kingdom f.zelaya at iop.kcl.ac.uk

§S. Lee and S.A. Amiel are with Diabetes Research Group,
School of Medicine at King’s College Hospital, King’s College Lon-
don. SE5 9PJ United Kingdom stephanie.amiel at kcl.ac.uk

methods, a model, such as the convolution of a stimu-
lus function with the haemodynamic response function,
is generated and the best fit is found in the fMRI data
for response detection. In data-driven methods, such a
model is not used or in some cases unavailable and the
brain activation is detected using only the information
within the fMRI data.

In the category of data-driven methods, the techniques
such as independent component analysis (ICA) [16] and
wavelet transform [4] have been used to help extract main
components of responses from fMRI time series. Re-
cently, a number of temporal clustering analysis (TCA)
techniques [9, 12, 13, 14, 19] have been suggested. These
are designed to detect the brain response for the fMRI
data involving a single event or non-repetitive multiple
events. The methods are based on the dimensional re-
duction; the 4-D fMRI data (x × y × time × slice) are
reduced to two dimensions by processing one slice at a
time and loosing the spatial information and computing
the number of voxels reaching their maxima at each time
point in [9, 14, 19] or time bin in [12, 13]. The time
point or time bin with the maximum number of detected
voxels is of interest. In [9, 14, 19], the methods were ap-
plied to a single slice of fMRI data. In [12], the spatial
information of the detected voxels within a slice was also
taken into consideration by introducing a 3 × 3 neigh-
bourhood test, since the physiologically plausible brain
activations seldom occur in single isolated voxels. The
method was extended to all available slices in [13], i.e.,
the temporal information of the detected responses was
determined by all the slices. Both [12, 13] applied a selec-
tion criterion using the voxels in the 3×3 neighbourhood
around each voxel that was detected to be the maximum.
In [12], the voxels that reach their maxima at the same
time bin were identified spatially and only the voxels that
had more than 50% of their neighbouring voxels in their
3×3 neighbourhood that also reached their maxima con-
tributed to the stimuli response detection. In [13], the
number of neighbouring voxels that also reach their max-
ima is found for every detected maximum voxel at each
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time bin and a threshold was determined from the upper
20% in a histogram of numbers of neighbouring voxels.

In this paper, we propose a new voxel selection criterion,
which examines the mean squared error in percentage
of signal change between the detected voxel and all the
possible combinations of its neighbouring voxels in the
3×3 neighbourhood. The proposed method is applied to
eight sets of fMRI data of three different kinds of sensory
experiments.

2 Method

The method can be broken down into three stages. Stage
1: Pre-processing of the fMRI data including head motion
correction [3] and obtaining a brain mask [18]. Filtering
processes are then applied to eliminate low- and high-
frequency noise and the 4D fMRI data is reduced to a
2D data set using TCA techniques [9, 14, 19]. The data
is processed slice by slice and only the time series of the
voxels inside the brain mask are placed row by row in a
2D matrix. Stage 2: The voxels that are activated are
selected using our proposed criterion. Stage 3: The brain
response is detected using the information obtained in
Stage 2 throughout the whole brain. The details can be
found in the following sub-sections.

2.1 Stage 1: Pre-processing and Filtering

In the pre-processing step, the fMRI data are first cor-
rected for head motion using in-house software [3] and a
brain mask is obtained using FSL Brain Extraction Tool
[18]. The 4D fMRI data set (Y ×X×S×T , where Y and
X are the number of voxels in the y and x axes respec-
tively, and S is the number of slices and T is the number
of volumes acquired during the experiment) is processed
slice by slice, i.e., the data dimension is reduced to 3 [8].
For each slice, the TCA data representation techniques
[9, 14, 19] are applied, i.e., the 3D data are reduced to 2D
by placing the time series of the voxels inside the brain
mask row by row in a 2D matrix, therefore in a 2D ma-
trix, Dori,s, s = 0, · · · , S−1, there are rows of time series
corresponding to the voxels within the brain mask. The
matrix Dori,s of size Ns × T , where Ns is the number of
voxels inside the brain mask for slice s, allows us to ob-
serve the changes in the time series of every voxel inside
the brain mask.

The unit of each time series in Dori,s, s = 0, · · · , S − 1
is converted from signal intensity to percentage of sig-
nal change to form matrix Dpsc,s of size Ns × T , s =
0, · · · , S − 1 so that the comparison from voxel to voxel
can be made.

In order to eliminate the temporal spikes, a moving-
average filter is applied to the time series in Dpsc,s,
followed by a bandpass filtering process to eliminate
the high-frequency noise and low-frequency noise caused
by slowly varying unwanted signals, such as heartbeat,
breathing or scanner-related drifts [10]. The matrix
with time series after filtering processes is regarded as
Dfiltered,s of size Ns × T .

The response detection is reinforced by temporal averag-
ing [12, 13], which is carried out by taking the mean of the
percentage changes in signal in a block of n time points
for each time series in Dfiltered,s, since the activation in
voxels throughout the brain to a block of stimuli may not
happen at the same time point. The unit of the time se-
ries is now time bin rather than time point and the data
matrix now becomes Dprocessed,s of size Ns × (T/n).

2.2 Stage 2: Voxel selection

The goal of this stage is to select the voxels, which are
more likely to be plausibly activated by the stimuli. The
candidate voxels are obtained by applying the detection
of the maximum signals in TCA methods [9, 14, 19], i.e.,
to determine the time point at which most voxels reach
their maxima. In [12, 13], the spatial information of these
voxels is used again to eliminate the isolated voxels.

In this work, voxels in the 3 × 3 neighbourhood of the
voxel of interest, i.e., the detected maximum voxel, are
examined using the mean squared error (MSE) between
their percentages of change and the percentage of change
of the voxel of interest. ‘Adaptive neighbouring voxels’
are named since all the possible combinations of these 8
neighbouring voxels are explored.

Mathematically, if a voxel which reaches its maximum
at time bin τ is at co-ordinate (m(s,yα),m(s,xα)

), its
3× 3 neighbourhood is formed using voxels in the range
[m(s,yα) − 1 : m(s,yα) + 1,m(s,xα) − 1 : m(s,xα) + 1]
and their corresponding percentages of signal change are
P [m(s,yα) − 1 : m(s,yα) + 1,m(s,xα) − 1 : m(s,xα) + 1].
At this point, we discard any voxel with more than four
neighbouring voxels with zero values as it is more likely
to be the voxel at the borders of the brain mask. For any
voxel with more than four non-zero neighbouring voxels,
the percentage of signal change of the neighbouring vox-
els at this time bin are placed in a vector, V . All the
possible voxel combinations are found, i.e., LCk, where
L is the length of V and k = 1, · · · , L. The MSE be-
tween each possible combination and the voxel of inter-
est is computed. The chosen MSE should be as small as
possible whereas the number of neighbouring voxels in-
cluded should be as great as possible. We search for the
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minimum MSE and obtain the neighbouring voxel com-
bination that contains the maximum number of voxels
and within 10% of the minimum MSE. The number of
detected voxels is recorded for every slice at every time
bin in matrix F of size S × (T/n).

2.3 Stage 3: Stimuli Response Detection

The output of Stage 2, F, is used for stimuli response de-
tection. The matrix is summed column wise, in order to
find the time bins with the maximum numbers of detected
voxels. The time bins with the top four numbers of de-
tected voxels are recorded and their activation maps are
generated by showing the corresponding coloured red. If
the responses to the stimuli are the largest signals in the
time series in all slices, the number of selected time bins
should be the same as the number of stimuli in the ex-
periments. However, it was observed in our data that the
responses to the stimuli might not always be the greatest
when all the slices are taken into account. The resting
state network, e.g., [7] could also cause a large number
of voxels reaching their maxima in the same time bin. In
order to allow some flexibility, four time bins with the
top numbers of detected voxels are given here.

3 fMRI Data and Parameters

The proposed method was applied to eight sets of fMRI
data from three different kinds of experiments as part
of the method validation. The voxel dimensions were
3.75mm × 3.75mm × 5.5mm for all experiments.

Visual Experiment

A block of 8-Hz flickering checkerboard visual stimuli was
presented to a healthy subject between 60-120s (seconds)
during an experiment lasting 300s. 150 volumes of 20
transverse slices were acquired with a repetition time
(TR) = 2s. Four sets of data for methodology valida-
tion were labelled: VIS1, VIS2, VIS3 and VIS4.

Visual and Auditory Experiment

In addition to the aforementioned visual stimuli, a block
of auditory stimuli occurred between 210-274s. The ex-
periment, again, lasted 300s and 150 volumes of 25 trans-
verse slices with TR=2s were acquired. One set of data
was obtained: VIS-AUD.

Visual and Motor Experiment

The visual stimuli were the same as in VIS1-4 and VIS-
AUD. Motor stimuli consisting of squeezing a rubber ball
in the right hand at a rate of once every two seconds were
administered between 240-300s in a 360s long experiment

on a healthy subject with TR=2s. 150 volumes of 20
transverse slices were acquired. Three sets of data used
are labelled VIS-MOT1, VIS-MOT2 and VIS-MOT3.

Parameters used in the proposed method: a 5-point mov-
ing average filter, a bandpass filter with passband be-
tween 1/80 and 1/40 Hz and the parameter n for tempo-
ral averaging was 5, which resulted in one time bin equal
to 10 seconds.

4 Results and Discussion

The stimuli detection results obtained with the proposed
method can be found in Table 1, where the time bins
corresponding to the four maximum numbers of detected
voxels within a time bin are given. When the detected
time bin falls into the period during which the stimuli
were applied and the voxels contributed to this detection
are in the brain areas which are typically found activated
during these kinds of sensory experiments, a record is
made in the table: ‘A’ for auditory cortex for auditory
stimuli (e.g., [1, 2, 11]), ’M’ for the SMA and motor ar-
eas for motor stimuli [6], and ‘V’ for the primary and
extrastriate visual areas for visual stimuli [5, 6, 10]. The
activation maps of five selected slices are shown for the
cases when the stimulation responses were detected and
the figure number is given in superscript in Table 1.

For the four sets of data with a block of visual stimuli
only, our method is able to detect the brain response
to the visual stimuli in three. The time bins detected
that fall into the period during which the visual stimuli
were applied is 70-80s for VIS1-3 and Fig.1-3 show that
the voxels contributed to the temporal detection of the
response are distributed in the primary and extrastriate
visual areas.

The responses to both visual and auditory stimuli were
detected in VIS-AUD. The third maximum was detected
at time bin 220-230s, right after a block of auditory stim-
uli was applied and the voxels that contributed were in
the areas of auditory cortex (Fig.4). The fourth maxi-
mum was detected at time bin 70-80s, during the period
when a block of visual stimuli was applied and the vox-
els identified were in the primary and extrastriate visual
areas as shown in Fig.5.

In three sets of VIS-MOT data, the responses to both vi-
sual and motor stimuli were detected in VIS-MOT1 dur-
ing the period when the stimuli were applied and the
voxels contributed are shown in red in Fig.6 and 7 re-
spectively. The responses to the visual stimuli were found
in the first maximum in VIS-MOT2 as in Fig.8 and the
responses to the motor stimuli were found in the third
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Data First Max Second Max Third Max Fourth Max

VIS1 170-80 V 200-210 80-90 60-70
VIS2 80-90 280-290 30-40 270-80 V

VIS3 230-240 370-80 V 130-140 170-180
VIS4 220-230 260-270 230-240 290-300

VIS-AUD 0-10 280-290 4220-230 A 570-80 V

VIS-MOT1 670-80 V 7250-260 M 100-110 30-40
VIS-MOT2 870-80 V 130-140 140-150 210-220
VIS-MOT3 180-190 170-180 9 250-260 M 90-100

Table 1: The time bin (in seconds) and spatial infor-
mation detected for eight sets of fMRI data using the
proposed method. A, M, and V indicate that the voxels
contributed to the detected time bins are in the areas typ-
ically found in auditory, motor and visual sensory exper-
iments respectively. The subscript is the figure number
for the corresponding activation map.

Data First Max Second Max Third Max Fourth Max

VIS1 70-80 V 200-210 60-70 80-90
VIS2 80-90 280-290 30-40 70-80 V

VIS3 230-240 70-80 V 130-140 170-180
VIS4 220-230 260-270 230-240 290-300

VIS-AUD 280-290 0-10 220-230 A 230-240
VIS-MOT1 70-80 250-260 M 100-110 30-40
VIS-MOT2 70-80 V 220-230 130-140 40-50
VIS-MOT3 180-190 250-260 M 90-100 170-180

Table 2: The time bin (in seconds) and spatial infor-
mation detected for eight sets of fMRI data without the
proposed selection criterion. A, M, and V indicate that
the voxels contributed to the detected time bins are in
the areas typically found in auditory, motor and visual
sensory experiments respectively.

maximum in VIS-MOT3 right after the stimuli were ad-
ministered and the activated voxels are shown in Fig. 9.

In order to see the difference in response detection be-
tween with and without the adaptive selection criterion,
the same procedure but without the adaptive selection
criterion is applied to the same sets of data, i.e., at each
time bin, all the voxels that reach their maxima in all
slices are counted for the brain response detection. The
time bins detected and their spatial information are given
in Table 2. In comparison to the results from the pro-
posed method, 7 out of 12 stimuli in all experiments
(58.33%) were detected in the method without the adap-
tive selection criterion and 9 out of 12 stimuli (75%) were
detected in the method with the adaptive selection crite-
rion.

5 Conclusion

A data-driven fMRI analysis method is proposed using
the pre-existing temporal clustering analysis technique
with a novel adaptive neighbouring voxel selection crite-
rion to detect brain responses. For validation purpose,
the method has been applied to eight sets of fMRI data

from three different sensory experiments. Where the
fMRI time series contained the responses to the stim-
uli, our method is able to detect the time bins which
fall into the periods during which the stimuli were on
and the voxels found were distributed in the primary and
extrastriate visual areas for the visual stimuli, auditory
cortex for the auditory stimuli and SMA (supplementary-
motor area) for the motor stimuli. The results were also
obtained by using the same procedure but without the
adaptive selection criterion: with the adaptive selection
criterion 75% of the stimuli responses in these 8 sets of
data were detected and without the adaptive selection
criterion 58.33% of the stimuli responses were detected,
regardless the existence of the stimuli responses in the
fMRI time series.
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Figure 1: VIS1: the first maximum occurs in time bin
70-80s and the voxels detected are in the primary and
extrastriate visual areas.

Figure 2: VIS2: the fourth maximum occurs in time bin
70-80s and the voxels detected are in the primary and
extrastriate visual areas.

Figure 3: VIS3: the second maximum occurs in time bin
70-80s and the voxels detected are in the primary and
extrastriate visual areas.

Figure 4: VIS-AUD: the third maximum occurs in time
bin 220-230s and the voxels detected are in the auditory
cortex.

Figure 5: VIS-AUD: the fourth maximum occurs in time
bin 70-80s and the voxels detected are in the primary and
extrastriate visual areas.
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Figure 6: VIS-MOT1: the first maximum occurs in time
bin 70-80s and the voxels detected are in the primary and
extrastriate visual areas.

Figure 7: VIS-MOT1: the second maximum occurs in
250-260s and the voxels detected are in the motor areas.

Figure 8: VIS-MOT2: the first maximum occurs in 70-80s
and the voxels detected are in the primary and extrastri-
ate visual areas.

Figure 9: VIS-MOT3: the third maximum occurs in 250-
260s and the voxels detected are in the motor areas.
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