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Abstract - In this paper, computational data 
mining methodology was used to predict four major stock 
market indexes. Two learning algorithms including 
Linear Regression and Neural Network Standard Back 
Propagation (SBP) were tested and compared. The 
models were trained from two years of historical data 
from January 2006 to December 2007 in order to predict 
the major stock prices indexes in the United States, 
Europe, China and Hong Kong. The performance of these 
prediction models was evaluated using two widely used 
statistical metrics. The comparison showed that using 
Neural Network Standard Back Propagation algorithm 
resulted in better prediction accuracy then using linear 
regression algorithm. In addition, traditional knowledge 
shows that a longer training period with more training 
data could help to build a more accurate prediction model. 
However, as the stock market in China has been highly 
fluctuating in the past two years, this paper shows that 
data collected from a closer and shorter period could help 
to reduce the prediction error for such highly speculated 
fast changing environment. 
 
 

Index Terms - Neural network, Computational 
Data Mining, Stock Market Forecast 
 

I. INTRODUCTION 
 

In the past, stock market indexes were forecasted by 
simple technical analysis such as moving average and 
linear regression models. The stock market index trends 
were assumed to be linear, or were moving along a 
smooth rolling average. However, the stock market 
indexes in the real world are not linear. They are often 
influenced by numerous complex factors and many 
interrelated variables, such as closing price, highs, lows, 
and volume, influence stock prices, interest rate, bonds 
rate and so on.  Traditional forecasting methods are 
limited in their effectiveness as they make assumptions 
about the distribution of the underlying data, and often 
fail to recognize the interrelatedness of variables [1].  
 
Stock market index prediction is one of the challenging 
applications of modern time series forecasting. Financial 
parameters such as currency rates and stock indexes are 
inherently noisy, non-stationary and chaotic [5, 13]. 
These characteristics suggest that there is no complete 
information that could be obtained from the past behavior 
of such indexes to fully capture the dependency between 
the future stock indexes and that of the past. One general 
assumption in such cases is that the historical data 
incorporate all those behaviors. As a result, the historical 

data is the major player in the prediction process. 
Although the well-known conventional forecasting 
techniques provide predictions, for many stable 
forecasting systems, of acceptable quality, these 
techniques seem inappropriate for non-stationary and 
chaotic system such as stock market indexes and 
exchange rates. The purpose of this paper is to investigate 
the use of data mining techniques for prediction of stock 
market indexes. We planned to experiment with two 
algorithms under different architectures for several stock 
market indexes. 
 
Recently, researchers have focused on using artificial 
intelligence and data mining techniques to analyze 
historical data and to recognize subtle relationships 
between variables in the financial market. Neural 
networks methodology is good at pattern recognition, 
generalization, and predicting trends. It could tolerate 
imperfect data, and does not require formulas or rules. It 
could also determine the relationship between variables 
and detect relevant patterns in the data. In this paper, 
Neural Network technique will be used for building a 
neutral network model for the prediction of the major 
stock market indexes in the United State, Europe, China 
and Hong Kong. 
 
Neural Network is commonly used as an estimation 
function in data mining for data prediction and system 
modeling. Recently it has been widely applied in time-
series analysis and forecasting [11-14]. It enables 
multivariate analysis so that not only the lagged time 
series is being forecasted but also other indicators (such 
as technical, fundamental, inter-marker for financial 
market) can be combined to act as predictors. In addition, 
Neural Networks is more effective in describing the 
dynamics of non-stationary time series due to its unique 
non-parametric, non-assumable, noise-tolerant and 
adaptive properties. It can map any nonlinear function 
without a priori assumptions about the data [3]. 
 
It had been shown that Neural Network performs better 
than other linear models, specifically, for more irregular 
series and for multiple-period-ahead forecasting. Tang 
and Fishwich [9], Kamruzzaman and Sarker [6] and 
Wang and Leu [10] provided a general introduction of 
how a neural network model should be developed to 
model financial and economic time series. A similar 
analysis but on currency exchange rate had also been 
conducted by Zhang and Hu [14], Kamruzzaman and 
Sarker using back propagation neural network and 
artificial neural network [1]. 
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In this paper, Neural Network data mining techniques 
were applied to predict the four major stock indexes, 
namely United States, Europe, China and Hong Kong, 
using their historical data. The standard back propagation 
data mining model and the common regression model 
was used and compared. A total of 510 historical indexes 
data (the closing price on each trade day), for each of the 
four stock market indexes were collected and used as 
inputs to build the prediction models in this research. The 
prediction results were compared based on two common 
evaluation indicators namely the Mean Absolute Error 
(MAE) and Normalized Mean Square Error (NMSE). 
 

II. DATA MINING MODEL AND ALGORITHM 
 
One of the most commonly used data mining forecasting 
methodology is multilayer feed-forward network. There 
are input layer, output layer and one or more hidden 
layers between the inputs and outputs in such model. All 
the nodes at each layer are connected to each node at the 
upper layer by interconnected weights. A training 
algorithm is used to attain a set of weights that minimizes 
the difference between the predicted value and the actual 
output through the network. In this research, the standard 
Back Propagation (BP) algorithm was used to predict the 
indexes. The performance and accuracy of the predicted 
results in different markets were evaluated. 
 
Standard Back Propagation (SBP) [8] could update the 
weights iteratively to map a set of input vectors 
(x1,x2,…,xp) to a set of corresponding output vectors 
(y1,y2,…,yp). The input xp is presented to the network and 
then multiplied by the weights. All the weighted inputs to 
each unit of upper layer are summed up to produce the 
output which is governed by the following equations. 

X1 X2 X3 Xn

h1 h2 hm

y1 y2 yp

…

…

…
f (Woho+θo)

f (xoho+θo)

 
 
yp = f (Wohp + θo)    (1) 
hp = f (Wh xp + θh)   (2) 
 
where Wo and Wh are the output and hidden layer weight 
matrices, hp is the vector denoting the response of hidden 
layer for pattern ‘p’, θo and θh are the output and hidden 
layer bias vectors, respectively and f(.) is the sigmoid 
activation function. The cost function to be minimized in 
Standard Back Propagation is the sum of squared error 
defined as: 
 
E = ½ Σ ( tp − yp  )T (tp − yp )  (3) 
 
where tp is the target output vector for pattern ‘p’. The 
algorithm uses gradient descent technique to adjust the 
connection weights between neurons. Denoting the fan-in 
weights to a single neuron by a weight vector w, its 

update in the tth iteration is governed by the following 
equations. 
 
Δwt = − η∇E (w)⎟ w = w(t) +α Δwt-1  (4) 
 
The parameters η and α are the learning rate and the 
momentum factor, respectively. The learning rate 
parameter controls the step size in each iteration. In 
general, a high learning rate values could decrease the 
chance of getting stuck in a sub optimal solution, or the 
local minimum, but a low learning rate values could 
increase the change of finding the bottom of any 
minimum. In this analysis, the learning rate is set to 0.8.  
 

III. THE ANALYSIS PROCESS 
 
The analysis process consists of five stages: data 
collection, data benchmarking, neural network model 
building, generation of prediction result and performance 
metrics evaluation. 
 
A. Data Collection 
 
The data used in this study is the major stock indexes in 
different markets including Europe, the United States, 
China and Hong Kong from January 4, 2006 to December 
20, 2007 made available from Yahoo! Finance. These 
markets include: the United State Dow Jones Industrial 
Average Index (DJI), the London Financial Times Stock 
Exchange (FTSE), the Chain Shanghai B-Share Index 
(SHB) and the Hong Kong Hang Seng Index (HSI). 510 
trade days data was considered. For a fair comparison on 
their growth in the past two years, their indexes on 3 Jan 
2006 were taken as the base number and were normalized 
to 100. The plots of these four normalized historical stock 
indexes are shown in Fig. 1. 
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Fig 1. Historical stock indexes for Dow Jones Industrial 
Average, FTSE100, Hang Seng Index, and Shanghai B 
Index. 
 
B. Data Benchmarking by using 10-day Moving 
Average 
 
Similar to some other finance time series models, the 
stock market exhibits its own trend, cycle, season and 
irregularity. Many financial analysts used moving 
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average as technical data to analyze and predict the trend.  
The advantage of using moving average is its tendency to 
smooth out some of the irregularity that exits between 
market days [12]. For a comparison with the performance 
of Standard Back Propagation, the 10-day moving 
average values of the four indexes from January 4, 2006 
to December 20, 2007 were computed to build a linear 
regression model for predicting the indexes value after 
the next 10 days. This prediction is used to benchmark 
the performance of the prediction model using neural 
network in the following step. 
 
C. Neural Network Model Building  
 
There were 510 historical data being used to train the 
model using the Tiberius Data Mining Software [2]. The 
final set of weights to which a network settles down (and 
hence its performance) usually depends on a number of 
factors such as the initial weights chosen, different 
learning parameters used during training and the number 
of hidden units. In this case, the number of hidden neuron 
was selected to 3 in order to obtain a better optimal 
performance. Introducing too many hidden units may 
create additional parameters, introduces redundancy and 
deteriorates the performance. The number of iterations, 
that is the number of times when all of the training 
patterns have been presented for learning, was set to 100. 
Once the model is trained, the trained model is then used 
to generate the prediction results. 
 
D. Generation of Prediction Results 
 
The models were used to generate the prediction result by 
the tool. The results are shown on Fig. 2(a) to Fig. 2(d) 
representing the actual and forecasted data of the Dow 
Jones Industrial Average, FTSE100, Hang Seng Index, 
and Shanghai B Index respectively. In the figures, day 1 
and day 510 represented January 4, 2006 and December 
20, 2007 respectively and all non-trade days were omitted.  
The results show that SBP can perform better than linear 
regression model in both performance metrics. 
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Dow Jones Industrial Average (Fig.2a) 
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FTSE100 (Fig.2b)  
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Shanghai B Index (Fig.2c). 
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Hang Seng Index  (Fig.2d)   

 

Actual Forecast Linear Forecast NN  
Fig.2. Comparison of the actual data (blue line), 
forecasted data by linear regression data (pink line) and 
neural network forecasted data (green line) among the 
Stock market indexes. 
 
E. Performance Metrics Evaluation 
 
The prediction results were compared against the actual 
data to evaluate the predictive power of the models. The 
forecasting performance of the above regression and 
neural network models are evaluated against two widely 
used statistical metric, namely, Normalized Mean Square 
Error (NMSE) and Mean Absolute Error (MAE). These 
metrics are defined as follow: 
 
Root Mean Square Error (RMSE) = [ Σ (yk - ŷk)2 ]½  / N 
 
Mean Absolute Error (MAE) = ⎥ yk - ŷk⎥ / N 
 
Where yk and ŷk  are the actual and predicted values, 
respectively. NMSE and MAE measure the deviation 
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between actual and forecast values. Smaller values of 
these metrics indicate higher accuracy in forecasting. As 
the orders of magnitude of these stock indexes are 
different, their RMSE and MAE are divided by the mean 
of the actual data to normalize the error so that they can 
be compared in the same order of magnitudes. The 
original and normalized performance metrics are 
computed in the Table 1 and Table 2 respectively. 

 
Market Indexes 

Performance 
Metrics SH-B 

FTSE
100 HS I DOW 

Linear  20.2 183.6 923.3 266.7 MAE 
 NN 12.0 130.1 595.2 240.8 

Linear  34.1 240.6 1406.5 351.4 RMS
E NN  19.2 165.0 790.9 294.0 

Table 1: Original performance metrics MAE and RMSE 
of the four market indexes 

 
Metrics Market Indexes 

Linear 0.11 0.03 0.05 0.02 
MAE NN 0.06 0.02 0.03 0.02 

Linear 0.181 0.039 0.070 0.028 
RMSE NN 0.102 0.027 0.039 0.024 

Table 2: Normalized performance metrics MAE and 
RMSE of the four market indexes 

 
In this case of predicting the stock indexes over 2 years 
(510 trade days), both values of MAE and RMSE 
achieved by neural network are quite low and result in 
only 60% to 80% of values achieved by regression model. 
This means that neural network algorithm is more capable 
of predicting the stock market than regression or moving 
average. 
 
The metrics showed that prediction errors for the 
Shanghai Stock B Index are much higher than all other 
markets. One possible explanation is that the stock 
market in China has been growing rapidly and was being 
speculated in an unpredictable way. Many news policies 
introduced during the last two years have set up new rules 
and investment environment for the stock market in 
China. For example, factors such as the appreciation of 
the Reminbi currency, establishment of Qualified 
Domestic Institutional Investor (QDII) scheme and 
Qualified Foreign Institutional Investor (QFII) scheme all 
changed the stock market environment. Therefore, 
predictions using the old model which is trained by 
historical data and based on the past policies, were no 
longer valid. Thus, in order to provide a better prediction 
model for the China market, shorter timeframe and more 
recent training data should be used. 
 

 2 year data 100 days data 
Original MAE 12.0 9.72 

Normalized MAE 0.06 0.028 
Table 3: Comparison of model accuracy using 100-day 

trained model and 2-year trained model 
 

Another neural network model using SBP algorithm with 
data extracted from the recent 100 trade days from July 
11, 2007 to November 27, 2007 was built. The 
normalized MAE predication error could be reduced to 
half showing that using too many outdated historical data 
could indeed deteriorate the model accuracy, especially 
when the environment has changed significantly. 
 

IV. CONCLUSION 
 
This paper has presented and compared, with different 
data mining algorithms, the results of using regression 
and neural network models to perform stock market 
indexes prediction. The results show that a neural 
network model with improved learning technique is a 
promising methodology for stock market indexes 
prediction. Results in this study show that neural network 
model achieves close prediction in terms of RMSE and 
MAE metrics. 
 
The rapid changing environment in China requires the 
training model to be frequently updated in order to 
maintain the level of accuracy. Chan et al. [4] has applied 
Probabilistic Neural Network (PNN) for forecasting stock 
index with a view that training PNN is faster and 
therefore, it enables the user to develop a frequently 
updated training scheme. In actual applications, retraining 
of a forecasting model with the most recent data may be 
necessary to increase the chance of achieving better 
accuracy. Fast learning may be an advantage but it does 
not always guarantee an improved performance [1]. 
Therefore, finding a better way of fast training for stock 
index prediction needs to be investigated and remains the 
focus of future research. 
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