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Hardware Implementation of a Soft Computing
Technique for Edge Detection

Nashaat M. Hussein and Angel Barriga

This paper is organized in three sections. Se&tpresents

Abstract—A technique for edge detection in images and the proposed edge detection algorithm in imagekedtribes
its hardware implementation is presented in this each stage of the edge detection process. Sectiaise® the
communication. The presented technique applies soft hardware implementation of the proposed technigune a
computing strategies for each of the stages of thedge analyzes the performance of the circuit.
detection process. Fuzzy logic and Lukasiewicz'sgdbra
operator are applied in the above mentioned stageshe
hardware implementation of the system takes as degi I

o . ) EDGE DETECTIONALGORITHM
criterion the low cost and a high processing speed.

In this section a method of edge detection applysoft

Index Terms—Edge detection, Fuzzy Logic system, computing techniques is going to be presented.ridtaod is
hardware implementation. applied to the luminosity of the image. An image as
bidimensional matrix of pixels whose values beltmgertain

range of values. In this communication each pigeldadified

I. INTRODUCTION with 8 bits, which gives rise to 256 possible valag grey

The edge detection algorithms in images allow etmg (Ones. Therefore an image is a function of two alaleis
information from the image and reducing the starglired  (dimensions) in the range from 0 to 255.

information. An edge is defined as a sharp chamgeh¢  1he process of edge detection in an image consists
luminosity intensity between a pixel and anothgaeent one. S€duence of stages shown in figure 1. The firgestaceives
Most of the edge detection techniques can be grbirpavo the input image and ap.plles a filter in or.der ime1ate. noise.
categories: gradient based techniques and Lapldmiasd "€ Second step applies a threshold in order wsifjathe

methods. The techniques based on gradient useirtite fPIX€ls Of the image under two categories, black ahde.

derivative of the image and look for the maximund ahe The result!ng image is a binary image. Finallythie last stage
minimum of this derivative. Examples of this typd o the detection of edges is performed.

strategies are: the Canny method [1], Sobel metRoberts
method [2], Prewitt method [3], etc. On the othandh the

techniques based on Laplacian look for the croszdg of Filter

the second derivative of the image. An exampléisftype of

techniques is the zero-crossing method [4]. v
Normally the edge extraction mechanisms are impteate Threshold

executing the corresponding software realisation an

processor. Nevertheless in applications that demand Y

constrained response times (real time applicatiaihg) Edgg

specific hardware implementation is required. Thairm Detection

drawback of implementing the edge detection teakesqgn
hardware is the high complexity of the existingaaithms.
For that reason this paper presents a techniqueoffeas
reasonable results for detecting edges in imaged an
simultaneously it allows low cost hardware realsat and A TheFilter Sage
high processing speed. The method is based oniaggft The filter stage allows to improve the details dfjes in
computing techniques such as fuzzy logic and Lgleisz  images, or to reduce or eliminate noise patterhe.t@irget of
algebra operator. The utility of this techniquegkated to the the filter step consists in eliminating all thosamns that do
simplicity of the operations for edge calculatibattmakes it not provide any type of information of interest.eThoise
very suitable for hardware implementation. corresponds to nonwished information that appearthé
image. It comes principally from the capture sensor
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etc. The impulsive noise is characterized by sorbdrary generating this binary image is making the comparisf the
values of pixels that are detectable because theywery values of the pixels with a threshdidthat is, any value lower
different from its neighbours. A way to eliminateese types than the threshold value is considered to be agcbbjhereas
of noise is by means of a low pass filter. Thigefiilmakes the values greater than the threshold belong to the
smoothed of the image replacing high and low valmgs background.
average values. 0 if % <T

The filter used in the proposed edge detectionesyss Yii Z{L—l it x,>T (3

based on the bounded sum Lukasiewicz's operatas Th ) ) S ) )
wherex;; is a pixel of the original image ayg is the pixel

operator comes from multi-valued Lukasiewicz algefs] ) i :
and is defined as: corresponding to the binary image. In the case of a

BoundedSum(x, y) = min(L x + y) (1) monochrome image in that the pixels are codifieith \Bibits
h a0 ’ the range of values that the pixels take correspdacthe
where X, yJ[01] range between 0 and 255=56). It is usual to express the

The behaviour of the bounded-sum is shown in figure  5p0ve mentioned range with normalized values betWesnd
consists in a normalized function in the range][OThe main 1

advantage of applying this operator comes fronsitmplicity A basic technique for threshold calculation is base the
of the hardware realisation as we will discusseictien 3. frequency of grey level. In this case the threshdlds
calculated by means of the following expression:

L
T=) pi (4)
i=1

wherei is the grey levelp; represents the grey level
frequency (also known as the probability of theygevel).
For an image witlm pixels andn; pixels with the grey level

L
p; =n;/n and Zpi =1 (5)
—

In 1965 Zadeh proposed the fuzzy logic as a reagoni
F|g 2. Bounded sum graphica] representation mechanism that uses IingUiStiC terms [6] The fumc is
based on the fuzzy set theory in which an elemamtbelong
The Lukasiewicz's bounded sum filter performs th& several sets with different membership degrets Ts
smoothing of the image and is suitable for salt§uep noise OPPosed with the classic set theory in which armele
as well as Gaussian. Figure 3 shows the effeqijuif/ang this belongs or not to a certain set. Thus a fuzz\setefined as
type of filter. A= {(x ,u(x)]xD X}
where x is an object of the set of objeXtand(x) is the
membership degree of the elemetd the sef. In the classic
set theory(x) takes values 0 or 1 whereas in the fuzzy set
theory(x) belongs to the range of values between 0 and 1.
The techniques that apply fuzzy logic for the thodd
calculation are based mainly on three types of oreasof
fuzziness [7]: entropy, Kaufmann's measure, andeYag

measure.
The technique based on the entropy consists ofmizinig
) . ] (b) ) the dispersion of the system. This way the pixéth® image
Fig. 3. (a) Input image with salt&peppers noise, are grouped in two classes corresponding to thectdband to
(b) Lukasiewicz's bounded sum filter output. the background. Huang and Wang [8] consider that th

o , ) averages of the data corresponding to each clagg ands.
The application of the filter has been made usingask e membership function of each class is defined as
based on a 3x3 array. For the pixglthe weighted mask is

applied to obtain the new valygas is shown in the following 1t if x<T
expression: 1+ x= s
o 1 L g u (X) - Xmax ~ Xmin
Yij —mln(l§ szi+k,j+l) 2 ) 1 it x>T
k=-11=-1 |X - y1|
1+ ==
B. The Threshold Sage Xmax ~ Xmin

The techniques based in thresholding an image allow The calculation of the thresholds based on the entropy of
classifying the pixels in two categories (black ariite). This a fuzzy set that is calculated using the functib8kmnnon:
transformation is made to establish a distinctietwieen the H; (X) = —xlog x— (1- X) log(L— X)

objects of the image and the background. The way OfThethreshold will be that one that minimizes thira@py of
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the data:
ET) = > Hy (4 O)h0)

The Kaufmann’s measure of fuzziness is define®ps [

w
D(A) = [ZV’A(X) —uc(x)|“”]
xaOX

This method is based on using the distance mettioet set
A. Whenw=1 the Hamming's distance is used whereas
it is the Euclidean distance.

The method of Yager [10] is based on the distareteden
a fuzzy set and its complementary. This way itasdad in
minimizing the following function:

D,(T) =\/Z

i 2
1) = 15 0)

where g, (i) =1- 4, (i) .
The proposed technique consists in applying fuagiclin

the calculation of the threshold Basically, from a formal
point of view, this technique is based on the datien of the

overall action of several rules is obtained by glating the
average of the different conclusions weighted lgyrthrades
of activation. These characteristics of processiaged on
active rules and simplified defuzzification methaliows a
low cost and high speed hardware implementation.

L1 12 13 14 15 L6 L7 L8 L9

255

(@)

1c2 c3 ca o5 c6 c7 cgo

(b)

[
»

255

or—>0n

average applied to the histogram of the image. AnFig. 4. Membership functions fdi=9, (a) antecedent, (b)

advantageous aspect of this technique is thataloailation

consequent.

mechanism improves the processing time since ity onl

requires processing the image once and allows ledilog in a
direct way the value of the threshold. From thenpof view
of hardware realisation there is a low cost archite of the
fuzzy processing module as it will be seen in a sextion.

The fuzzy system has an input that receives thel fiat is
going to be evaluated and an output that corresptmdhe
result of the fuzzy inference. Once read the inthgeoutput
shows the value of threshold Basically the operation that
makes the fuzzy system corresponds to the caloolafi the
centre of gravity of the histogram of the imagehwihe
following expression:

(6)

whereT is the thresholdM is the number of pixels of the
image,R is the number of rules of the fuzzy systenis the

The rule base of the system of figure 5 used the
membership functions defined in figure 4. The krenige
base (membership functions and the rule basenigmm for
any images, for that reason the values can stoee ROM
memory.

if xis L1 thencis C1,
if xis L2 then c is C2;
if xis L3 then c is C3;
if X is L4 then c is C4;
if X is L5 then ¢ is C5;
if X is L6 then ¢ is C6;
if xis L7 then c is C7;
if X is L8 then c is C8;
if xis L9 then c is C9;

Fig. 5. Rulebase fdi=9

It is possible to optimize the expression show(6inif the
system is normalized. In this case the sum extenttirnthe

consequent of each rule ands the activation degree of the rule base of the grades of activation of the comestjtakes

rule.

In order to make the fuzzy inference it is madeaition of
the universe of discourse of the histogram in asitequally
distributed membership functions. Figure 4 showsudition

value 1:
R

ij =1

i=1

example forN=9. Triangular membership functions have Then (6) transforms in:

been used since they are easier for hardware ingpitation.
These functions have an overlapping degree of 2 alleaws
to limit the number of active rules. The memberghiptions
of the consequent are singletons equally distribuethe

1 M R
T:sz a;;Cj (7)

i=1 j=1
For each pixel the system makes the inferencerigeagent

ISBN:978-988-98671-9-5

universe of discourse of the histogram. The use Wfith the rule base of figure 5. The output of thstem
singleton-type membership functions for the conseu accumulates the result corresponding to the nuoTeoa((7).
allows applying simplified defuzzification methodach as The final output is generated with the last pixethe image
the Fuzzy Mean. This defuzzification method can bafter the division byv.

interpreted as one in which each rule proposesnalesion ~ Figure 6 shows an example of generation of therpina

with a “strength” defined by its grade of activatioThe image. In this case the value of the threshold éma’s image
has beeT=129. The obtained binary image by means of this
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threshold is in figure 6b.

"(b)

Fig. 6. (a) Lena’s image, (b) binary image.

C. The Edge Detection Stage

The next step is the edge detection. The input énfiagthe
edge detection is a binary image in which pixeke tealue 0
(black) or 1 (white). In this case the edges appézen a

change between black and white takes place betiveen

consecutive pixels.
if a-b#0

A = 0
e 11 if a-b=0

wherea andb are the values of consecutive pixels, agg
is the resulting pixel value.

The edge generation consists of determining if gaxél
has neighbours with different values. Since thegnds
binary every pixel is codified with a bit (black=8nd
white=1). This operation of edge detection is aledi

calculating thexor logic operation between neighbouring

pixels using a 3x3 mask (figure 7).

Xi-1,j-1 Xi-1,j Xi-1j+1
Xi,j—l Xi,j Xi,j+1
Xi+1,j-1 Xit1,j Xi+1,j+1

Fig. 7. The 3x3 mask for edge detection

Yij =[] % =Xigj 0% O O Xi4g, 41
N

Figure 8 shows an example of applying tbe operator on
the binary image.

Fig. 8. (a) Lena’s binary image, (b) edge detection

Using the 3x3 mask it is possible to refine the eedg

generation detecting the orientation of the edBes.it they
can be considered the four orientations shownguaré 9. It
gives rise to calculate the xor operation on 3IgiXxghis way
for a horizontal orientation we will have

Yij =X UX 5 UXi

Whereas for the case of 45° will be

ISBN:978-988-98671-9-5

Yiij =Xisnj2 U X O Xigjaa

Fig. 9. Edge orientations in a 3x3 mask.

Figure 10 shows to the obtained results when making
edge detection on a set of test images.

2 g 3 . /A
B A & . i N
Fig 10. Test images and edge detection results

Ill. HARDWARE IMPLEMENTATION

The circuit that realizes the edge detection hasnbe
implemented on a low cost FPGA device of the Xilinx
Spartan3 family. This circuit receives the imagmfra vision
sensor based on a CMOS chip that gives a CIF rasolu
(352x288). The image is stored in a double port RAM
memory. The data memory width is 32 bits. Thiswaddo
read two words simultaneously.

Figure 11 shows the block diagram of the systene Th
image is captured by the camera. The camera pr®dde3
bits pixel in each clock cycle. Then the pixeltigred in the
RAM memory under the control of the memory control
circuit. During the reading of the image the thiddhis
calculated since the threshold generation cir@deives the
pixel coming from the camera. As soon as the inisgtored
in the memory the threshold generation circuit picelthe
threshold value of the image.

Double port

Camera RAM

A
32 32
A 4 v v

Memory control circuit

8

A

8 4 32

A 4 v \4
ThFEShtC_ﬂd 8 Edge detection
girilrecrjlitlon circuit

Fig. 11. Block diagram of the system.

Next, the edge detection circuit initiates its @ien
reading from the memory eight pixels in each clogg&le (2
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words of 32 bits). This way the edge detectionuiiris able
to provide four output data in parallel that areretl in the
external memory. Each data corresponds to a pixtkeaedge
image. This image is binary reason why only asitdeded to
represent the value of the pixel (0 if edge orldaitkground).
The new image of the edges is stored in the abar@iomed
memory.

Next the two main blocks of the system will be atised:
the threshold generation circuit and the edge tietecircuit.

A. Thethreshold generation circuit

In order to implement the fuzzy system circuit that
generates the threshold the design methodology ised

described in [11]. This methodology is based orttrelware
description language VHDL as a way to describe randel
the system at high level. To achieve a behaviauadelling
of the fuzzy inference module a VHDL descriptioglestwill
be used. In this description the system structiuzzy sets,
rule base) and the operator description (connegtiftezzy
operations) are defined separately. This makeedsiple to
describe independently both the fuzzy system stracand
the processing algorithm. The fuzzy system desoriphust
be synthesizable
realizations.

Figure 12 shows the VHDL architecture of the fuzzy

system. The rule base is described in the architedttody. It
contains a rule base structure with the 9 ruldgafe 5. Each
rule can be divided into two components: the armtent of
the rule and the consequent. The antecedent ispgession
of the input variables related to their linguistiglues. The
consequent sets the linguistic value of the rutpuiu

The processing mechanisms of the fuzzy operatdr)
and the inference thenue( , )) are not defined in the VHDL
description. Only the structure of the rulebaseifined. Such
a description is a high level description becaustoes not
assume any specific implementation criteria. lyatdscribes
the knowledge base in terms of a behavioral rugeba

Linguistic labels represent a range of values witthie
universe of discourse of input and output variablHsese
labels can be described by functions in order ropmde the

membership degree of a certain input value. Menhligrs

functions associated to a linguistic label canrngular or
trapezoidal. The declarative part of the architextf figure
12 shows the definition of such membership function
The data type triangle is defined in a VHDL packegked
‘xfvhdlfunc’. This data type contains the definit® of the
points that define a triangle as well as the slo@esthe other
hand the rule base expresses the knowledge ok&ffguirhe

in order to generate the hardware

architecture know edge_base of threshold is

signal R consec;
-- MF for x
constant L1: triangle:=((0, 0 31),(0, 32));
constant L2: triangle:=((0, 31 63),(32,32));
constant L3: triangle:=((31, 63 95),(32,32));
constant L4: triangle:=((63, 95, 127),(32,32));
constant L5: triangle:=((95,127, 159),(32,32));
constant L6: triangle:=((127,159, 191), (32, 32));
constant L7: triangle:=((159, 191, 223), (32, 32));
constant L8: triangle:=((191, 223, 255), (32, 32));
constant L9: triangle:=((223, 255, 255),(32,0));
--MF for z
constant Cl: integer := 0;
constant C2: integer := 31;
constant C3: integer := 63;
constant C4: integer := 95;
constant C5: integer := 127;
constant C6: integer := 159;
constant C7: integer := 191;
constant C8: integer := 223;
constant C9: integer := 255;
begi n
R(1) <=rule( (x =L1), C1)
R(2) <=rule( (x =L2), C)
R(3) <=rule( (x =1L3), C3)
R(4) <=rule( (x = L4), C4)
R(5) <= rule( (x =L5), C)
R(6) <= rule( (x = L6), C6)
R(7) <=rule( (x =L7), C7)
R(8) <= rule( (x =1L8), C8)
R(9) <=rule( (x =L9), C )

Zout <=defuzz(R);
end know edge_base;

Fig 12. VHDL architecture of the knowledge base

The fuzzy inference module and the divider stagelpce
the threshold value of the image. The area occupiea
Xilinx Spartan3 FPGA device has been of 1,180 slighat is
equivalent to 56,845 equivalent gates. The cimaiit operate
at a frequency of 137 MHz which would allow thate th
processing of an CIF image (352x288 pixels) wilirgaut in
0.7 ms. In case of an VGA image (1024x768) reqaitene
of 5.7 ms to calculate the threshold.

B. Design of the edge detection system

The edge detection algorithm basically is congduby
three stages. In the first stage the Lukasiewiecmded-sum is
performed. After the filter stage a thresholdirepst applied.
This gives rise to a black and white monochromegena

In the third stage the edges of the image are rdxdai-or it
the final value of each pixel is evaluated. Onlgsth pixels

function rule is also defined in the VHDL package. Thisthat are around the target pixel are of intere8x@mask). By

function makes the inference of the rule. The $eules is
evaluated concurrently since the signal assignmentbe
architecture body are concurrent. The operatdrifas been

this reason, if in the surroundings of a pixel #adue is the
same (all white or all black) then it means no edgd the
output value associates the above mentioned pikbl thve

redefined taking advantage of the functions ovefloapackground of the image. When it is detected thatesvalue

properties in VHDL.

The functions used in the description of the fugggtem
have been described in agreement with the resingtof
VHDL for synthesis. This has allowed to generatedincuit
that implements the fuzzy system using conventiairabit
synthesis tools. The fuzzy inference module is
combinational circuit that makes the fuzzy infer@nc

ISBN:978-988-98671-9-5

of the surroundings of the pixel changes indicaked the
pixel at issue is in an edge, reason why the bladke is
assigned to it.

Figure 13 shows the basic processing scheme tolatdc
the value of one pixel. Pixels 1 to 9 correspondhi® 3x3
fhask register (like figure 7) that moves through timage.
The Functional Unit (FU) makes the processing ef diata
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stored in the mask registers.

pixel pixel

<

Fig. 13. System schema

pixel

Functional
Unit (FU)

—>

In order to improve the image processing time traskn
was spread to an 8x3 matrix as is shown in figuteBlach
Functional Unit (FU) operates on a 3x3 mask in egrent
with the scheme of figure 13. The data are stangtie input
registers (R3, R6, R9, ...) and they move in eacbkctrycle
to their interconnected neighbours registers. énttiird clock
cycle the mask registers contain the data of theesponding
image pixels. Then the functional units operaté it mask
data and generate the outputs. In each clock e¢helenask
advances a column in the image. Pixels enter byight¢ and
shift from one stage to another outgoing at thiesiete. It is a
systolic architecture that follows a linear topot@nd allows
processing several pixels in parallel.

The system receives two input data of 32 bits (théan
eight pixels). These data come from a double paory
that stores the image. The circuit also receivein@s data
the threshold (T) that has been calculated prelyjodshe
circuit generates as output the 4 bits correspanttinthe
output values of the processed pixels stored inA{,R11
and R14.

Fig. 14. Block diagram of the 8x3 architecture.

The functional unit operates on the 3x3 mask ametigees
the output value corresponding to the evaluatenehe of the
mask.

IV. CONCLUSION

The hardware implementation of an edge extractystem
has been presented in this paper. The edge detectio
algorithm is based on soft computing technique. sTthe
calculation of the threshold that allows to obtairbinary
image is realized by means of a fuzzy logic infeeen
mechanism. The conditioning of the image for itsera
processing is based on a filter that uses Lukasiesvi
bounded sum. The main advantage of this edge datect
technique is that it allows a very efficient hardeva
implementation in terms of cost and speed. Thiseasak
specially indicated in applications that requireeal time
processing.
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