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Abstract— A real linear space X equipped with a
probabilistic-valued function ρ defined on X is called a
probabilistic modular space if it satisfies the following
conditions:
i. ρx(0) = 0,
ii. ρx(t) = 1 for all t > 0 iff x = 0,
iii. ρ−x(t) = ρx(t),
iv. ραx+βy(s + t) ≥ ρx(s) ∧ ρy(t) for all x, y ∈ X, and
α, β, s, t ∈ R0

+, α + β = 1.

In this note, we give a modular formulation of Baire’s
Theorem in probabilistic modular spaces.
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1 Introduction

A modular on a real linear space X is a real functional μ
on X satisfying the following conditions:
1. μ(x) = 0 iff x = 0,
2. μ(x) = μ(−x),
3. μ(αx + βy) ≤ μ(x) + μ(y),
for all x, y ∈ X and α, β ≥ 0, α + β = 1.

Then, the vector subspace

Xμ = {x ∈ X : μ(ax) → 0 as a → 0},
of X is called a modular space.

Such spaces were considered for instance in [1, 2, 3]. The
notions of modular and probabilistic metric spaces [4]
provide the inspiration for introducing a new concept
that it is called a probabilistic modular space in this note.
We aim to investigate the Baire’s Theorem in such spaces.

2 Probabilistic Modulars

A function f : R −→ R0
+ is called a distribution

function if it is non-decreasing and left-continuous with
inft∈R f(t) = 0, and supt∈R f(t) = 1.

Definition 1 A pair (X, ρ) will be said a probabilistic
modular space if X is a real vector space, ρ is a mapping
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from X into the set of all distribution functions( for
x ∈ X, the distribution function ρ(x) is denoted by
ρx, and ρx(t) is the value ρx at t ∈ R ) satisfying the
following conditions:
1. ρx(0) = 0,
2. ρx(t) = 1 for all t > 0 iff x = 0,
3. ρ−x(t) = ρx(t),
4. ραx+βy(s + t) ≥ ρx(s) ∧ ρy(t) for all x, y ∈ X, and
α, β, s, t ∈ R0

+, α + β = 1.

We say that (X, ρ) satisfies Δ2-condition if there exists
c > 0 (Δ2-constant) such that ρ2x(t) ≥ ρx( t

c ) for all
x ∈ X and t > 0.

Example 1 Suppose that X is a real vector space and
μ is a modular on X. Define

ρx(t) =
{

0 t ≤ 0
t

t+μ(x) t > 0

Then (X, ρ) is a probabilistic modular space.

Example 2 Suppose that X is a real vector space and
μ is a modular on X. Define

ρx(t) =
{

0 t ≤ μ(x)
1 t > μ(x)

Then (X, ρ) is a probabilistic modular space.

Definition 2 Let (X, ρ) be a probabilistic modular
space.

• A sequence (xn) in X is said to be ρ-convergent to
a point x ∈ X and denoted by xn → x if for every
t > 0 and r ∈ (0, 1), there exists a positive integer k
such that ρxn−x(t) > 1− r for all n ≥ k.

• A sequence (xn) in X is called a ρ-Cuachy sequence if
for every t > 0 and r ∈ (0, 1), there exists a positive
integer k such that ρxn−xm

(t) > 1− r, for all m,n ≥
k.

• The modular space (X, ρ) is said to be ρ-complete
if each ρ-Cauchy sequence in X is ρ-convergent to a
point of X.
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• The ρ-closure of a subset E of X is denoted by E
and defined by the set of all x ∈ X such that there is
a sequence (xn) of elements of E such that xn → x.
The subset E is ρ-dense in X if E = X.

• For x ∈ X, t > 0, and 0 < r < 1, the ρ-ball centered
at x with radius r is defined by

B(x, r, t) = {y ∈ X : ρx−y(t) > 1− r}.

• An element x ∈ E is called a ρ-interior point of E if
there are r ∈ (0, 1) and t > 0 such that B(x, r, t) ⊆
E. We say that E is ρ-open in X if each element of
E is a ρ-interior point.

Baire’s Theorem. Let (X, ρ) be a ρ–complete proba-
bilistic modular space satisfying Δ2-condition. If (On)
is a sequence of ρ–open and ρ–dense subsets of X, then
∩∞1 On is ρ–dense in X.

Proof First of all note that if B(x, r, t) is a ball in X
and y is an arbitrary element of it, then ρx−y(t) > 1− r.
Since ρx−y(·) is left continuous, there is εy > 0 such
that ρx−y( t−ε

c ) > 1 − r, for all ε > 0 with t−ε
c > 0 and

ε
c ∈ (0, εy), where c is the Δ2-constant. If 0 < r′ < r,
ε
c ∈ (0, εy), and z ∈ B(y, r′, ε

2c2 ), then there exists a
sequence (zn) in B(y, r′, ε

2c2 ) such that zn → z and hence
we have

ρz−y( ε
c ) ≥ ρ(z−zn)( ε

2c2 ) ∧ ρ(y−zn)( ε
2c2 ),

> 1− r,

for some n ∈ N . Thus,

ρx−z(t) ≥ ρ2(z−y)(ε) ∧ ρ2(x−y)(t− ε),
≥ ρz−y( ε

c ) ∧ ρx−y( t−ε
c ),

> 1− r,

i.e., B(y, r′, ε
2c2 ) ⊆ B(x, r, t). It implies that if A is a

nonempty ρ–open set of X, then A ∩ O1 is non-empty
and ρ–open. Thus it contains a ball B(x0, r0,

t0
c ). By

induction, we choose xn ∈ X, rn ∈ (0, 1), and tn > 0 as
follows: With xi, ri, and ti if i < n, we see that

On ∩B(xn−1, rn−1,
tn−1

c
),

is non-empty and ρ-open, therefore we can choose
xn, rn, tn so that 0 < tn < 1

n , 0 < rn < min{rn−1,
1
n}

and

B(xn, rn,
tn
c

) ⊆ On ∩B(xn−1, rn−1,
tn−1

c
).

Now (xn) is ρ-Cauchy. Because, if 0 < r < 1, and t > 0,
we can choose k ∈ N such that 2tk < t and rk < r. For
m,n ≥ k we have xm, xn ∈ B(xk, rk, tk

c ) and

ρxm−xn
(t) ≥ ρxm−xn

(2tk),
≥ ρxk−xn

( tk

c ) ∧ ρxk−xn
( tk

c ),
≥ 1− rk,
> 1− r.

Since X is ρ-complete, xn → x for some x ∈ X. But
xn ∈ B(xk, rk, tk

c ), for all n ≥ k and therefore

x ∈ B(xk, rk,
tk
c

) ⊆ Ok ∩B(x0, r0,
t0
c

) ⊆ Ok ∩A,

for all k. Now, the fact that arbitrary ρ-open set A inter-
sects ∩On and B(z, r, t) ⊇ B(z, r

n , t
n ) for all n, completes

the proof.
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