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Lie Symmetry Methods in Finance - An Example
of the Bond Pricing Equation

Joanna Goard *

Abstract—Using Lie’s classical method of group in-
variants, new solutions are found for the valuation
of zero-coupon bonds. In finding the solutions, the
model for the underlying short-term interest rate
assumes a realistic time-dependent, mean-reverting

drift form and a power-law volatility.
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1 Introduction

Lie’s classical method of group invariants, initiated by
Sophus Lie [1] over 100 years ago, can provide new and
simple solutions to differential equations arising from any
application. In this paper we demonstrate the method on
the one-factor interest-rate bond-pricing problem consist-
ing of the partial differential equation and the final con-
dition. We assume that the short-term interest rate fol-
lows a random walk which allows the volatility of interest
rate changes to be highly sensitive to the level of risk-
less rate, and the market price of risk is arbitrary. The
Lie symmetry classification method systematically uncov-
ers those one-factor models that lead to variable reduc-
tions and exact solutions of the bond-pricing equation. In
the simple solution presented, the nonlinear drift of the
risk-neutral interest rate contains an arbitrary function
of time, which may be freely chosen and the volatility
has the desirable form cr3. Using Generalised Method
of Moments (GMM) the model was shown to outperform
many of the current popular interest rate models.

2 Lie’s Classical Method

A symmetry of a differential equation is a transforma-
tion mapping an arbitrary solution to another solution
of the differential equation. The classical Lie groups of
point invariance transformations depend on continuous
parameters and act on the system’s graph space that is
co-ordinatised by the independent and dependent vari-
ables. As these symmetries can be determined by an ex-
plicit computational algorithm (known as Lie’s algorithm
or Lie’s classical method), many automated computer al-
gebra packages (see e.g Sherring [2], Kersten [3], Schwartz
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[4]) have been developed to find them. Thus they are the
most extensively used of all symmetries. Recent accounts
of Lie’s algorithm, and its extensions, may be found in
many excellent texts such as those of Ibragimov [5] and
Bluman and Kumei [6].

If a partial differential equation (PDE) is invariant under
a point symmetry, one can often find similarity solu-
tions or invariant solutions which are invariant under
some subgroup of the full group admitted by the PDE.
These solutions result from solving a reduced equation in
fewer variables.

In essence, the classical method for finding symmetry
reductions of a second order PDE in one dependent vari-
able V' and 2 independent variables (r,t),

A(T7ta ‘[f‘a‘/;fv‘/?“rthawt) :07 (1)

is to find a one-parameter Lie group of transformations,
in infinitesimal form

™ = r4ep(r,t,V)+O(?)
t* = t+er(nt,V)+O0() (2)
V' = V4e(rt,V)+0(H),

which leaves (1) invariant. The coefficients p, 7 and v of
the infinitesimal symmetry are often referred to as the ‘in-
finitesimals’. This invariance requirement is determined
by

T AJa— =0, (3)

where

0 0

I' = p(r,t, V)% + 7(r, t, V)ﬁ + v(r,t, V)W (4)
are vector fields which span the associated Lie al-
gebra, and are called the infinitesimal genera-
tors of the transformation (2), and T'® is the sec-
ond extension (or second prolongation) of T', ex-
tended to the second jet space, co-ordinatised by
(1,6, V; Vs Vi, Ve, Vi, V).

Equation (3) is a polynomial equation in a set of in-
dependent functions of the derivatives of V. As the
equation must be true for arbitrary values of these in-
dependent functions, their coefficients must vanish, lead-
ing to an overdetermined linear system of equations,
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known as the determining equations for the coefficients
p(r,t, V), 7(r,t,V) and v(r,t,V). Then for known func-
tions p, T, v, invariant solutions V' corresponding to (2)
satisfy the invariant surface condition (ISC)

2= plrt, V)2 470D vt V) =0, ()

which when solved as a first order PDE, by the method of
characteristics, yields the functional form of the similarity
solution in terms of an arbitrary function, i.e.

V= f (T’ta ¢(Z)) )

where ¢ is an arbitrary function of an invariant z for
the symmetry. Substituting this functional form into (1)
produces a quotient ordinary differential equation, which
one solves for the function ¢(z).

z = z(r,t) (6)

3 Bond Pricing Problem

The value of interest rate derivatives, such as bonds and
swaps, naturally depends on the interest rates. It can be
shown (see e.g. Wilmott [7]) that when the short-term
interest rate (or spot rate as it is often called), follows a
stochastic differential equation of the form

dr = u(r,t)dt +w(r,t)dX, (7)

where dX is an increment in a Wiener process, the price
of a zero-coupon bond V (r,t;T), with expiry at t = T,
will satisfy the partial differential equation (PDE)
oV w? oV oV
—+ —— —Aw)— —rV =0 8
ot T2 g TG ®)
subject to V(r,T) = 1. In equation (8), A(r,t) is defined
as the market price of risk.

Obviously the choice of coefficients in the interest-rate
model (7) is important for subsequent modelling of bond
prices. Over the past 30 years, many different models
describing the dynamics of the short rate have been pro-
posed. Many of these can be embedded in the form

dr = (a+ pr)dt + or7dX, (9)

where «, 3,7, and ¢ are constants. Such models include
those of Vasicek [8] (v = 0), Cox, Ingersoll and Ross [9]
(v = 3), Brennan and Schwartz [10] (y = 1) and Dothan
[11] (¢ = 8 =0, = 1). Chan et al [12] performed a com-
prehensive empirical analysis on such one factor interest
rate models using the Generalised Method of Moments
(GMM). They found that the most successful models in
capturing the dynamics of the short rate were those that
allowed the volatility of interest rate changes to be highly
sensitive to the level of the interest rate, in particular,
those with v > 1. Their unconstrained estimate of v was
1.5. Campbell, Lo and MacKinlay [13] agree with this re-
sult and show that the heteroscedasticity of the short rate

ISBN:978-988-17012-3-7

is markedly reduced as =y increases from 1 to 1.5. Chan et
al [12] also found only weak evidence of a long-run level of
mean reversion, suggesting that the short-rate may revert
to a short-rate mean which may be time-dependent.

However the affine form for the drift in (9) has proven
controversial. In [14], Alt-Sahalia tests parametric mod-
els by comparing their implied parametric density to the
same density estimated nonparametrically. His studies
show that the linearity of the drift as in (9) appears to
be the main source of misspecification. More recently,
Ahn and Gao [15] presented a one-factor model which in-
cludes nonlinearity in the drift term, as well as a realistic
re dependence in the volatility.

Many of the current popular one-factor models, including
those of Vasicek [8] and Cox, Ingersoll and Ross [9] are
appealing because of their tractability i.e. they lead to
analytic solutions of the bond pricing equation (8). These
solutions have proved to be useful in providing models for
the term structure of interest rates which can be devel-
oped by means of the relation

_ —log V'

= (10)

for r fixed. However, as Chan et al [12] found, many
of these well-known interest rate models perform poorly
in their ability to capture the actual behaviour of the
short rate because of their implicit restrictions on term
structure volatility.

Interest rate models such as those of Ho and Lee [16],
and Hull and White [17], incorporate time-dependent pa-
rameters. This has the added advantage that it allows a
yield curve to be fitted. Thus a ‘no-arbitrage’ yield curve
model can be developed so that it is perfectly consistent
with the current market data. However, often in the cases
for which the model has a time-dependent parameter, the
corresponding solutions of (8) usually still involve numeri-
cal evaluation of solutions of coupled ordinary differential
equations or of an integral.

4 Classical Lie Symmetry Classification
of Equation (8)

In this paper, we assume that the short-term risk-neutral
interest rate r follows the stochastic process

dr = [u(r,t) = Xr,t) w(r,t)] dt + w(r,t) dX
b(r,t) w(r,t)? dt + w(r,t) dX (11)
with

w=cr", b(rt)=a(t)r’ —qg™ (12)

and where ¢, ¢,n,m and p are constants with n,m and ¢
non-zero, and A(r, t) is the market price of risk. Hence the
dynamics of the short-term interest rate with real drift
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follows the process

dr = [b(r,t) w? + \(r,t) w]dt +w dX. (13)
Thus we may write PDE (8) as
o’V 2 9V oV 2r

With the aid of the automated computer-algebra sym-
metry package DIMSYM by Sherring [2], we find that
for arbitrary a(t),n,p,c,q and m, PDE (14) has a one-
dimensional symmetry generated by the vector-field

B
Vo (15)

and the infinite-dimensional symmetry generated by

0]
t)— 16
g(T7 ) aV Y ( )
where g is any solution to (14). Both of these superposi-
tion and scaling symmetries are typical of linear PDEs.

However, as indicated by DIMSYM, for certain special
choices of a(t),n,p and/or m, PDE (14) has, in addition
23 extra symmetries (see Goard [18] for the full list).

5 Bond Price Solutions

In this section we use one of the symmetries found to
the bond pricing equation to construct a corresponding
invariant solution. The search for this solution reduces
PDE (14) to an ordinary differential equation (ODE). In
particular as our solution needs to necessarily satisfy the
final condition for a bond price i.e. V(r,T) = 1, we use
a special linear combination of generators such that

rv-1)
and T(t-T) =

Oly=1,=T
Ol¢=r- (17)
This condition (17) is in fact over-restrictive, and weaker
conditions for the symmetry generator have been found
by Goard [19, 20]. In the example below the drift of the
interest rate process includes a free function of ¢, while
the chosen 72 - dependence of volatility conforms to ac-
tual data. As well, the drift term is consistent with the
empirical findings of Ait-Sahalia [14].

Example - We consider the process followed by the
short-rate r is

dr = [®r (a(t) — qr) + A(r, t)cr%]dt +er?dX (18)
2 alt) ¢
(so w=crz, b:T—fo) (19)
and thus the risk-neutral process is
dr = [c*r (a(t) — qr)]dt + eridX. (20)
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PDE (14) with w and b as in (19) has the added symmetry
with generator

_ —D; (['Rdt)?
() = 2(1 +1q) R

and where

(K — Dy) [* Rdt
1+g¢ R

v

7 (23
+ 21 (29
jr I O (24)

and Dy, Do, K and ~y are arbitrary constants. After con-
sideration of (17), we consider the case where

g(t) = «, constant
) = Lesl Bl
and where
b= I T_;dt' @)
Hence the generator we use is
r= av% + T(t)% - TT/% (26)

with 7 given in (25)2. The corresponding invariant solu-
tion is

V= qb(z)eaf rdt z=rr, (27)
where ¢ needs to satisfy
AP +2 (82— 2qzY)d +2 (a—2)p=0.  (28)

With o = 0 (otherwise V' = 0 at ¢t = T'), the solution to
(28) is

)
ke [ClM (k 12 +2,2k 4+ 2¢ + 2, 26)
Cc°zZ

¢(z) =

-2
+CyU (k +2¢+2,2k+2q+2, szﬂ , (29)

where k satisfies

2
k2+(1+2q)k—c—2:0,

(30)
Cy and Cy are arbitrary constants and where M (a, b, x)
and U(a,b, z) are the Kummer-M and Kummer-U func-
tions respectively. Hence a solution to (14) is

28

€c2rr

(rr)k
_2ﬁ

+CU (k+2¢+2,2k+2¢+2,—— | | ,(31)
c°rT

-2
Vrt) = (ClM (k+2q+2,2k—|—2q+2,ﬁ>

c2rr
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where k satisfies equation (30) and 7 is given in (25).
Using the result (see e.g. [21]) that as |z] — oo,

M(a,b,z) = g((gemxabu +0(|z|™Y)],

we set in (31)

o (=28 " T(k+2¢+2)
U@ ) TRk+20+2)

so that the final condition V(r,T) = 1 is satisfied.

and Cy =0, (32)

6 Performance of Solution

Both Chan et al [12] and Ahn and Gao [15] used the Gen-
eralised Method of Moments technique (GMM) of Hansen
[22] to test models nested within a more general model.
In this paper some results of a GMM investigation are
included to show the comparison of the performance of
the CKLS (Chan et al), AG (Ahn and Gao) and LS (Lie
symmetry) models, which are nested in the unrestricted
model:

dr = {a1 + Bt)r + aor?}dt + asr®/2dX

where

B(t) = B1+ Besin(hwt) + B3 cos(hrt)

+84 sin(2hmt) + B5 cos(2hmt).

The three nested models are constructed by placing cer-
tain restrictions on the parameters. For CKLS ay =
0,02...05 = 0; for AG a3 = 0,05...05 = 0; for LS
a1 = 0. For each nested model a hypothesis test to test
if the nested model was not imposing overidentifying re-
strictions was conducted using an appropriate test statis-
tic developed by Newey and West [23]. This statistic
is asymptotically distributed x? with degrees of freedom
equal to the number of restrictions imposed on the unre-
stricted model to obtain the nested model. A number of
different data sets were used mostly with similar results.
As an example, in Table 1 below is the result for US 1-
month treasury bill yields (see Figure 1) for 12/1946 to
02/1991.

The x? values for the AG and CKLS models imply that
they are both rejected at the 5% level of significance so
that the AG and CKLS models are misspecified at the
5% level of significance in terms of their overidentifying
restrictions. On the other hand, the LS model is not even
rejected at the 20% level of significance, with x? values of
0.3744. A point worth noting is that few of the trigono-
metric coefficients of 3(¢) are individually, statistically
significantly different from zero, however jointly, they are
statistically significantly different from zero. This fact
provides evidence that some variation in the short term
riskless rate must be explained by an explicit function of
time. Further evidence can be seen in the simulations of
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Table 1: Parameter estimates for the US 1 month T-Bill
yields 12/46 - 02/91 for h=1/20

Unrest. LS AG CKLS

o 20.0042 0 0 0.0084
(0.541) (0.069)

4 0.9121  0.6490  0.3271  -0.1606
(0.049)  (0.000)  (0.012)  (0.983)

Bo 20.3474  -0.3355 0 0
(0.008)  (0.010)

Bs 0.1786  0.1485 0 0
(0.058)  (0.065)

B4 20.1830  -0.1684 0 0
(0.105)  (0.128)

Bs 20.0370  -0.0277 0 0
(0.736)  (0.800)

s -13.5216  -10.7779  -4.9845 0
(0.014)  (0.001)  (0.018)

s 1.3051  1.2787  1.2196  1.2164
(0.000)  (0.000)  (0.000) (0.122)

xX*(7) 0.3744  13.9925 13.1000

(0.541)  (0.016)  (0.022)
DF=1 DF=5 DF=5

the US interest rate using CKLS, AG and LS models in
Figure 2 below. Comparisons with Figure 1 show how
the LS model most closely resembles the US series.

_ |
f'\j U*W I MWM‘

7 419 470 451 420 &17 503 51

T3 91 108 13T 143 16 187 160 217 214 30 71 269 97 3 341 361 370 W,

Figure 1: US 1-month T-Bill yields 12/1946-02/1991

7 Conclusion

A Lie symmetry classification can significantly expand
the class of analytically solvable models in mathematical
finance. The additional solvable models, as shown here,
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Figure 2: Simulations of the US interest rate using the
CKLS, AG and LS models.

may allow a better match to the underlying source of
variation.

Although Lie symmetry reductions can be perceived to
fail to capture the boundary conditions of real-world
problems due to condition (17), it has been shown, [19],
that (17) is in fact over-restrictive and the final condi-
tion need not be left invariant by the symmetry genera-
tor. Further, as shown in [20], the final condition can be
used as a side condition to determine an even wider set
of symmetries for the problem, thus possibly leading to
more solutions.
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