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The Inverse Eigenvalue Problem for Some
Especial Kinds of Matrices

A. M. Nazari, M. Alibakhshi

Abstract—In recent paper [1](Jann Peny, Xi-YonHu. Lie
Zhany) two inverse eigenvalue problems are solved and in the
order article [2](Hubert paickmann. Juan Egana, Ricordo. L.
sofo), a correction, for one of the problems stated in the first
article, has been presented as well. In this article, according to
the article [2], a solution which is different from the one in the
article [1] has been presented for one of the problems which are
in article [1]. The solution in the article [1] and the one which is
presented by us, in the main diagonal, are similar, but instead of
first column and row, we valued second column and row,
furthermore other element of the matrix are considered null.

Index Terms—Symmetric bordered diagonal matrices;
Matrix inverse, eigenvalue problem (AMS classification: 65F15;
65F18; 15A18)

I. INTRODUCTION
In recent paper [1], an inverse eigenvalue problem is solved, a part of
which, considering
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finds an n x n matrix B,,, such that /\Li]J and )\EJ‘J are the minimal
and maximal eigenvalues of B; respectively for all j =1,2,3,--- . n,

in which By, is as below:

ap by bo b br—1

by as 0O 0 1]

b 0 ag 0O 0

By = ba 0 0 ay 1]
bt O 0 O an

where a; are distinet for all# = 1,2,---,n and all b; are positive.
Then consider the following matrix:

ap o o ... 0
151 o bg 153 e bn—l
0 by az 0O --- 0 L
An=1 0 b3 0 agy --- 0 : (1
0 bpa 0O 0O - ap
where @; are distinet for all ¢ = 1,2,---,n and all b; are positive.

Thronghout this paper, we use A, to denote a special kind of matrices
defined as in (1) and A; to denote the jx j leading principal submatrix
of Ap.
In this paper we, like paper [1], construct a matrix Ay, as the following
condition: o o

For 2n — 1 given real numbers A{" < )\kln_l" < ...
PYSAE
)\;” are the minimal and maximal eigenvalues of A; respectively for
all j =1,2,3,---,n.

() )
R R
= MY, we find an n % n matrix A,, such that )\kl” and
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Il. PROPERTIES OF THE MATRIX A,
Similar paper [1] we assume later on, by = 1 and let p;(A) = det(A];—
Aj) and wo(A) = 1.
Lemma 1 . For a given matriz A,. the sequence {@;(A)} satisfies
the following recurrence relation

i-1
il =M —apiaA) -y T (A—ay)

i=1,i£2

i=3.4---,n (2)

Lemma 2 . The characteristic polynomial sequence {p;(x)} have
some properties of a Sturm sequence, satisfying the following proper-
ties:

1) All roots of py(x) are real and simple.

2) roots of w;_1(x) and p;41(x) are distinct and if £ is a root of
wila), thenpi1(8) wi—1(&) <0

3) wolz) has no real root.

According to what we mentioned above all p;(x) have simple roots
and since in ¢ intervals the sign of each ; changes and also ; have @
roots, then all roots are real. Since g = 1, considering what we said
above {;} have some properties of a Sturm sequence.

Lemma 3 . Assume

MY < At <l

are the eigenvalues of w;(x) for i=1,2,...,n, then we have

)\klj" <a; < )\;j" i=1,2,.... i
corollarry 1 . If )\klj" and )\;j" are the minimal and maximal zeros
of wi(A) respectively, then

1) for p < )\Y" we have (—ljjg-j(;:] =0,

2) for ju > A3 we have p;(j) > 0 j=1,2,....n.

I1l. EXISTENCE AND UNIQUENESS

Theorem 1

Let )\Y" and )\5,.3 ! for j=1,2,.. .0 are real and satisfy in the follow-
ing relation:

. (Existence and unigueness of matriz A)

n) _ 02 (1) (2 o yin)
DY |\ I\ IR \ )

then there erist the unique matriz A in form (1) with a; # a; (i,7 =

1.2,....n) and by = 0, where )\Ej:' and )\Eij:' are minimal and mazrimal
eigenvalues of A; respectively.
If
B LA £ o\l (3)
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and
(1Y .
A=A e O TS e O — @) ”
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forj=34....,n, ar
(1)
A J_)‘,Lf“ Pl 1)(*1 31_[: “ﬂ@‘m_%) 5)

=) — >
T o O T O — )
forj=23,4,...,n, then we can find a;. by by the following relations :

ar =AY a =2l e = P AP,

o) Ao O 0 — @)

m J
Hz_11 S0 —a)

»13}')'5‘3'—1[)\ )H 1;12

. L (6)
'1';'2'71()‘ )H 15;:2()‘ —ag) — @il

a; =

()\UJ AUJ i IL)'UJ Vegi 1(/'\“)) m’)
lrt—l(f\l”) ]_[i_1 g-&fo\w - 01) - rz'—l[‘\UJ l_[JI =142 L)‘U — ) \

b}I

i=34....n

At first we prove that a; and bj—1 exist for all j, if we denote:
DI = e 0y T A
hi=g-t) T O —a) =27 T A —a)
i=1,i#2 i=1,i2
h; is the denominator of a; and bg 1 and we prove that it is always
LJJ () 1
nonzero. The sign of w;_1(A} )]'[ 11:2()‘ —a;) is (—1)71 and
(7) _ (3)
<A fori=1,2,.. ., , then ]'[1_1 20N —a;) > 0 and
the sign of ¢;_ 1().‘3") ﬂ,r:corclin« to which we plmed is (— ljj_l.
-1 N s f 1Vi—
Furthermore the sign of —;— 1()\” )]_[JI 1212()'1 —a;)is (1071
and it is nonzero, then denominator of both terms with same sign and
NONZEro, is nonzero.
Then a; . b?-_l exist. Furthermore

since a; <

s O A e e ) o
b- " (8)
J

— A"’y and ¢j—1()\;”) is positive and

in numerator of (8) sign of ()\}J"
-',-:'j_l().gj:') has sign (—1)~1 | then the sign of numerator is (—1)7~1
and the denominator of this rational expression has sign (—1)771,
therefore b?_l is positive.

Now we prove that a; which attained are distinet.
).52:' #+ 2).51:'. we have ).52) + )\52:' —

(2
From ).kl b4
A 2 A conseq Iy =

L FEAN e uently ag # aq.

Let
U it N U S
wi=ea0) T 09 —a). v =9008) [ 0P —a)
i=1,i2 i=1,i72
for j =3,4...., mn.
Now we explain j = 3 :
The relation (4) includes
A=A (=1
o o < T
AP AP T 1)

since v is negative, then (—1)2(A\fus — Ajvg) > Aggj(—ljg(ug — vg).
finally

_ (C1)P(AMug — Mus) @)
(—1%(ug —vg) ~ 7*

whereas )\EQII < Q. an < )\52:'. then ag £ a1 # as.
Now we assume a; , for i =1,2,..., j — 1 are distinet, by relation

(4) we have:
B _ )
M= (=1

Sy

[§; 1,1 ()
)\j—1 — A

note that (—1)7~1v; is negative, then
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(= 1'Jj_1[_)~k1”uj =\ o U
(= 1)~y — vy i

; (i-1) ; (i-1) 1) .
This means a; > )\}J_l" and since A\ < ).U D for i =

1...., 7 — 1, then we have:
a; # a1 # ... # ay.
If we use relation (5) we conclude that a; < )\%j_l" , iIn which we

take distinct a; for i = 1,2,. .., 7. then the problem has solution and
equivalently the following equations:

2 =0 g0 =0
which have solutions distinct a; for all 7 =1.2,...,n and b1 satis-
fying bj_q =0 forall j =2,3,..., 1.

If problem has solution, then
QI(AEIJJ = ()\51:' —a1)=0= a1 = ).EIJ.
A A2y a2 2 _ .y _p2
l,g[)ul ) = L)\l i al)()\l i g bl =10,
P08 = O —a) O —a) ~ 1t =0,
then by simplifving we get:
V)
oy oy
AD D

(9)

o o
as = =Xy AT = A

with substituting ag in (9) we have: b = ()\klz" — )\%1")()&1" — ).52").

and since

it
SO = OF) — a0 8 T] (0F —a) =0, (o)
i=1,i%2
and
it
20 = A — a0y 8y TT O —ay =0, ()
i=1,%2

For 3 < j < n note that with
(10) X TP} oMY = @) - (1) T2 oA — as)
we can find (6) and with
(10) %1 (A = (11) x (AF)))

we find (7). Finally uniqueness matrix A, by (6) and (7) is trivial.
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