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Some Properties of Sign Regular Matrix in
Neville Elimination Method

A.M.NAZARI% S. S. KHALILI?, M. S. HAGHIGHAT 3

Abstract— In this paper we study some properties of sign
regular matrices in Neville Elimination method and show that if
we apply the second method of Neville Elimination brought in
[1], then this method preserves both diagonally dominant and
sign regular properties.

Index Terms— Sign regular matrix, Neville algorithm.

I. INTRODUCTION

Definitions. If all i » & minors of each & have the same sign or equal
zero, the matrix is called sign regular. If none of them is zero, the matrix
will be called strictly sign regular. It is not needed that all different
have the same sign, but if they are all non-negative, the matrix is called
totally non-negative. The symbol ¢ is employed to display the sign of
F =k minors, That is, if it is written .(A) = +1 (sx(A) = —1), it means
that all k x k submatrices of A have non-negative(resp, non-positive)
determinants.

For a nonsingular matrix A of order n, the Neville elimination proce-
dure consists of n — 1 successive steps, resulting in sequence of matrices

as follows:

.-{_.4""—-_-:1"'—-:{!2"—- ____4-.11—____:1““_‘;-
where U is an upper triangular matrix.
Remark : If forall j = 1,--- & the j = j submatrices have the same

sign or have zero value and are denoted by SRy, a matrix A is called sign

regular of order k.

Lemma 1.1. If A = (a;)1<ijen 5 nonsingular and SRy matriz with

ay; # 0 and a,y # 0 then at least one of the determinants below:

ay A a(ﬂ a(z)
dy = det dy = det ?ﬂ—l-l ”TS‘Z
(g1 Oz Gy Az

is not zero.

2. PROPERTIES OF MATRIX IN NEVILLE

Lemma 2.1. Newille elimination can not preserve row diagonally domi-

nant in matric.

Lemma 2.2. Let A = (a)1<ij<n be a nonsingular and SRy matriz.

() if 22(A) = +1, then ayy # 0 and we perform the first step of Neville
elimination without exchanging rows.

(1) if e2(A) = —1. then any # 0 and if we reverse the order of the rows
of A then we perform the first step of Newille elimination without rows

exchange.

Lemma 2.3. Assume A = (a;)1<ij<n 18 diagonally dominant and sign
reqular matriz, then the first step of the first method of Newlle Elimina-

tion is preserving row diagonally dominant.
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Proof. To start we provide a proof for 3 x 3 matrix and £, = s, = +1.
In this case all the entries of matrix are equal to or greater than zero
and all determinants of its 2 x 2 submatrices are similarly equal to or
greater than zero. The case of 3 = —1 is not considered because it is in
contradiction to diagonally dominant. The cases of 6y = —1 and g3 = +1
will be presented in the next theorem. At the first step of this algorithm

we have
a1 iz i3 a1y 12 a3
A=|axn an an | — [0 an— M xan an— 2 X ap
[ a
ag; azp ass 0 g —Zit Xaxn ag — T X ag
diagonally dominant property of A gives:
a1y > a1z + a3 (1)
(33 = Uy + o3 (2)
(g3 = Q3 + A3 (3)

and since 4 is SRy and =, = +1, then
ar1022 — ai2az1 > 0

@12a23 — aqady > 0,0 .
The number of above relations is 9, Since we have nine 2 x 2 matrices.

To prove the axiom it is necessary that:
(13 — (g1013 = Gy — O21d;2 (4)

@32021 — A31022 < (33021 — A31023, (5)
note that: ayp > a3 sinee a12a23 — a13az2 > 0 and a2 > ag;. In the same
way we have azgx > az;. We claim that ay; # 0, otherwise diagonally
dominant property causes that a;5 = a;3 = 0, which means that all of
entries the first row of matrix are zero and this is in contradiction to
nonsingularity property. If two entries a;3 and a3 are zero, then there is
not any dilemma for problem, since a3 = aq3 = 0, by applying the first
step of Neville algorithm we have diagonally dominant matrix.

Two other cases remain,in which one of two entries is zero and another
entry is nonzero.
case 1: ayp = 0 and ay3 # 0, this case is impossible, except @z = 0 and
this means a row of matrix equals zero and this is contradictory.
case 2: ajz = 0 and a1 # 0, then by Neville algorithm the 3th row does
not change and diagonally dominant holds.
according to lemma (2.2), the first step of Neville algorithm in the first
method is done without changing rows, Accordingly we consider three
entries of the first column are nonzero. Now by reductio ad absurdum
we show that if at least one of the above relations does not hold, contra-

diction occurs. Assuming that relation (4) does not hold, we have
@11aa3 — (1013 > Agaftyy — A1y = @10z — @116y < Ag1ayz — A210)3

= api (a2 — axa) < anlaiz — a13).
On the other hand agy > agy + gy = 499 — ag3 > @9y, then we have

a1y < ayy(agg — ag3) < agy(ag — ays).
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Now by dividing left and right sides of above relation by agy:
ay < (a1z — aiz)

which contradicts diagonally dominant of the first row, then (4) holds.
Now assume relation (5) doesn’t hold, we have

Q32021 — G310z > A3z — (3103
and furthermore

(g2 < dgz = —dg1032 = —(21033
by adding two above relations, we have:

—@31) = —Q31023 = (g < f3

which this contradicts diagonally dominant of second rows. This shows
our axiom holds for 3 x 3 matrices, now we extend the topic for n x n
matrix. For this purpose we consider an arbitrary row of matrix, applying
Neville algorithm for it, and show that it preserves diagonally dominant.
Since our considered matrix is SRy with g3 = 41, then ay; £ 0 and the
first step of Neville's algorithm (by lemma (2.2)) is done by changing

rows, so for the ith row, we show that:

@1 @1
@i — A1 > E Qifp — Qi1
@11 o @i-1.1

If relation above does not hold, then

i1 (i1
i1 < E Qg — Qi g
i1 parr @11

i —
By diagonally dominant property we have

n
i = E Qif = Qi — E ik = 41

k=1k+#i ke#i,1

and

Ay
Qi — E Qify < ——— | Bi—1,1 — E i1k
@11

ki ki

i1
= @i < i — Z i < (az—l,e - Zai—l.k) .

oy i1, i
Both sides of relation above are divided by a;; and multiplied by a;_y 1,

therefore we have

@i—1,1 < ((1:—1‘1 - Z a;—LR‘) = Q-1 — Bi-14-1 — E a1k <0

[==1 k#ii—1
which contradicts ,(A) = +1
Theorem 2.4. Let A = (aj;)1<ij<n be nonsingular and sign reqular ma-
triz (strictly sign reqular), and Neville Elimination with second method be
applied, then for all k € {1,2,--- ,n}. all submatrices APk, .-
sign regular (strictly sign regular) matriz and (AP, -+ n]) = 21(A).

Proof in [1].

.n] are

Theorem 2.5. Let A = (a;)1<; < be SR nonsingular and diagonally
dominant matriz. By applying Neville Elimination with second method
for all ke, AM[k,--- ,n] has properties of A.

Proof. At first we consider a k x k nonsingular and sign regular matrix
in which the following cases exist:
case 1: g = g9 = +1,
in this step t = 1, to reach AM from A" = A we apply the second
method. Then we have:

ap =0 = A = AW,
dp > 0= AL = AW,

w0 — any # 0 = compute(d;) —
dy =0 — compute(dy)
—dy > 0= AN = AW,

the case of d; < 0 does not exist because we assume 9 = +1.
In this step since AV = A so without any changing to reach A® from
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AM syhich in this case by proof of lemma (2.3) and theorem (2.4) two
properties sign regular and diagonally dominant will be copied to A®).
By theorem (2.4) we have =; = +1 for matrix A2, .- n].

For =3 we have two cases:

- g2 = 41, then the process ahove is repeated and we can claim two

aforementioned properties are transformable in n step.

- g9 = —1, this case is impossible, because it is contradictory to diago-
nally dominant property of A®[2,.-. n].
case 2: g =g3=—1 or =+l &e=-1

This is impossible for cases above, becanse our matrix is diagonally dom-
inant.
case 3: sp=—1& g5 =+1,

similarly, in this case we can show that matrix A exactly equals AV =
A. But it is necessary that we show A®)[2, ...  n]is diagonally dominant.
Since all entries of matrix are negative when we remove absolute value,

the direction of inequality will change, therefore for all i, 1 < i < n we

a; < Z jje (6)
i

have:

Now we consider an arbitrary row of matrix A® and prove that it satisfies
diagonally dominant property. To prove we should show that:

n

iy Qi1
@i — i1 |= E Ajj — ———i—
| it G 11 i—1,0 ‘_ | ij @t i—1,j |

J=207F

If the relation ahove does naot hold, then

n

i1 @iy
| Ay — 1,0 “{- E | @5 — Ai—14 |
@i—1,1 - Ai—1,1
J=2.jFi
since all entries of matrix A®[2, .- n] are negative, then we can remove

absolute value and we have

n
il i1 -
aiia a1 > E amfa Qi1 (7)
11 e i—1,1
J=2j# ‘

On the other hand by relations (6) and (7) we have:

i) = @i — E 5

J#LL

i1
= g — Z agj > P i1 — Z“t—l.}
i

11
J#F JFi
through dividing relation above by a;; and multiplying by a;_y 1 (These

entries are nonzero, because the Neville Elimination is not applied for
them) we have:
i1, = Ai—13 — E i1 = 0j—15 — Ay—145-1 — E a1 > 0
JF JFi—1

and this is in contradiction to being negative of entries of AR)[2,...  n].
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