
 
 

 

  
Abstract— Sometimes, quality of a process is characterized 

by a relationship between two variables referred to as profile. 
So far, several methods have been proposed for monitoring 
simple linear profiles. In all of the researches, the performance 
of the proposed methods is only investigated under step shifts. 
However, the other types of shifts such as drift can occur in the 
process and control charts should detect them as well. In this 
paper, phase II monitoring of simple linear profiles is 
investigated and the performance of more popular methods in 
the literature including T2, EWMA-R, and EWMA-3 is 
evaluated under drift shift. Average run length criterion is used 
for this purpose. The results show that the EWMA-3 method 
roughly performs better than the other methods. It is roughly 
similar to the results obtained under the step shifts. 
 

Index Terms—Average Run Length (ARL), Exponentially 
Weighted Moving Average (EWMA) control chart, Profile, 
Step shift, Drift.  
 

I. INTRODUCTION 
 Sometimes, the quality of processes or products is 
characterized by a relationship between a response variable 
and one or more explanatory variables, which is referred to as 
profile. Some applications in the area of Profiles monitoring 
have been introduced by researchers including Stover and 
Brill [1], Kang and Albin[2], Mahmoud and Woodall [3], 
Woodall et al. [4], Wang and Tsung [5], Woodall [6], Zou et 
al. [7], and Kazemzadeh et al. [8]. Different methods have 
been developed to monitor simple linear profiles in both 
phases I and II. In phase I, one evaluates the process stability 
and estimates its parameters based on a historical data set. 
However, the purpose of phase II analysis is to detect shifts in 
the process parameters as soon as possible. Kang and Albin 
[2] proposed two methods including T2 and EWMA-R for 
monitoring simple linear profiles in both phases I and II. Kim 
et al. [9] coded the x-values to change the average to zero and 
make the regression parameters independent. Then they 
applied three distinct EWMA control charts to monitor 
intercept, slope and error variance. Mahmoud and Woodall 
[3] used a global F-test for monitoring the regression 
coefficients in conjunction with a univariate control chart for 
monitoring error variance in phase I. Noorossana and Amiri 
[10] proposed using a MCUSUM control chart in 
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combination with a 2χ control chart to improve the 
performance of the existing methods in phase II monitoring 
of simple linear profiles. Mahmoud et al. [11] and Zou et al. 
[12] proposed methods based on likelihood ratio statistics to 
monitor simple linear profiles in phases I and II, respectively. 
Gupta et al. [13] compared the performance of Kim et al. [9] 
method with a method developed by Croarkin and Varner 
[14]. Noorossana et al. [15] considered the case in which 
there is autocorrelation between simple linear profiles and 
proposed some methods based on time series approach to 
account for the AR(1) structure between profiles. The effect 
of non-normality on the performance of control charts for 
monitoring simple linear profiles is investigated by 
Noorossana et al. [16] and [17]. Some methods are proposed 
to monitor more complicated models such as multiple linear 
regression, polynomial and nonlinear profiles. Zou et al. [18] 
proposed a MEWMA control chart for monitoring general 
linear profiles in phase II. Kazemzadeh et al. [18] and [19] 
proposed some methods to monitor polynomial profiles in 
phases I and II, respectively. Kazemzadeh et al. [20], [21] 
also developed the methods by Noorossana et al. [15] to 
monitor autocorrelated polynomial profiles. They assumed 
that there is no autocorrelation within linear profiles. Jensen 
et al. [22] used linear mixed model (LMM) to account for the 
autocorrelation within multiple linear profiles. Nonlinear 
profile monitoring is also investigated by Jin and Shi [23], 
Walker and Wright [24], Ding et al. [25], Williams et al. [26], 
Moguerza et al. [27], Vaghefi et al. [28], and Jensen and 
Birch [29]. In all of the proposed methods in phase II in the 
literature, the performance of the methods is only 
investigated under step shift. In this type of shift, the 
parameter changes in specific time and remains fixed up to 
the time the assignable cause(s) detected and removed. 
However, sometimes it is possible to encounter with a trend 
shift referred to as drift shift in the literature. In this shift, the 
parameter will change with a trend pattern. Drifts may be due 
to causes such as gradual deterioration of equipment, catalyst 
aging, waste accumulation, or human causes, such as 
operator fatigue or close supervision (Reynolds et al., [30]). 
A lot of authors including Bissell [31], Davis and Woodall 
[32], Gan [33], and Aerne et al. [34] evaluated the 
performance of different control charts when there is a drift 
in the process mean. Reynolds and Stoumbos [30] considered 
the joint monitoring the mean and the standard deviation of 
the process under drifts. They showed that the combinations 
of the two EWMA control charts for monitoring both mean 
and variance have better performance than I/MR control 
charts in detecting slow-rate and moderate-rate drifts. 
However, drift shift can occur when the quality of process is 
characterized by a function between two variables.    
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In this paper, we consider phase II monitoring of simple 
linear profiles and investigate the performance of more 
popular methods including T2 and EWMA-R by Kang and 
Albin [2] and EWMA-3 by Kim et al. [9] under a linear trend 
shift with positive slope. The paper is outlined as follows: in 
section 2, the model, assumptions, and the type of shift 
considered in this paper are discussed. The performance of 
three methods including T2, EWMA-R, and EWMA-3 is 
evaluated under drift shift in section 3. Our concluding 
remarks and some future researches are given in the final 
section. 

 

II. MODEL, ASSUMPTIONS, AND TYPE OF SHIFT 
We assume that for the jth sample collected over time we 

have observations (xi, yij), i = 1, 2,…,n. It is further assumed 
that when the process is under statistical control, the 
relationship between response and independent variable can 
be modeled as:  

,10 ijiij xAAy ε++=                                                       (1) 

where ijε ’s are independent, identically distributed normal 

random variables with mean zero and variance 2σ . It is 
assumed that the x-values are fixed and constant from profile 
to profile. In this paper, we consider phase II analyses and 
assume that the parameters ,, 10 AA and 2σ are known values. 
Kim et al. [9] coded the x-values so that the average coded 
value is zero. Then, they used three EWMA control charts to 
monitor the parameters of the following transformed model: 

,10 ijiij xBBy ε++=     (2) 

where XAAB 100 += , 11 AB = , and )( XXX ii −=′ . 
The drift in the regression parameters is defined as 

follows. Let )(),(),( 110 tBtAtA and )(2 tσ be the values of the 
regression parameters, t unit time after an assignable cause 
starts a drift in the process. The drift is assumed to occur at a 
constant rate. 
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where 0ar , 1ar , 1br , and σr are rates of drift for the 
parameters 110 ,, BAA , andσ per unit time, respectively. 
 

III. EVALUTION OF CONTROL CHARTS UNDER 
LINEAR DRIFT 

In this section, we compare The ARL performance of three 
methods in the literature including the T2 and EWMA-R 
methods by Kang and Albin [2] and the EWMA-3 method by 
Kim et al. [9] under drift. We consider the same example first 
proposed by Kang and Albin [2] and then used by Kim et al. 
[9] for step shifts. The model is ε++= xy 23  where ε  
follows a standardized normal distribution with mean zero 
and variance 1. X values are equal to 2, 4, 6, and 8. In their 
researches, the parameters of the control charts are designed 
to have the same overall in-control ARL of 200. Since the 
parameters of control charts are determined under in-control 
conditions and they do not depend on the type of shifts, the 
parameters of the control charts under drift are the same as 
the parameters determined under step shift. We consider 
positive constant rate from very small to very large size. We 
use 10000 simulation runs to calculate the out-of-control 
ARL under drift in the intercept (A0), the slope in both 
equations 1 and 2 (A1 and B1) and the standard deviation (σ ). 
These parameters are the same as ones considered by Kim et 
al. [9]. The methods with the best performance in each 
considered rate are highlighted with color grey.  

The out-of-control ARL values under drift shifts in the 
intercept are summarized in Tables 1a and 1b. As it is shown 
in Table 1a and 1b, EWMA-3 method performs uniformly 
better than the other two methods in very small and small 
shift rates. However, in large shifts, the performance of T2 
method is the best. As the magnitude of rates increases, the 
performance of the three methods gets close to each other's 
and finally leads to the same performance. 

 
 

 Table 1a: Drift shift in the intercept (A0) 
 High small to small rate 

 
0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01 

T2 154 122.4 103.1 90.6 80.8 72.1 67 62.3 56.9 54.1 

EWMA-R 124.9 90.7 74 63.3 55.4 49.9 45.8 42.3 39.5 36.7 

EWMA-3 48.5 45.3 41.3 38.2 36.1 33.6 31.8 30.2 28.5 27.4 

 

 

 

 

Method 
Rate 
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Table 1b: Drift shift in the intercept (A0) 
 small to medium rate Medium to large rate Large to very large rate 

 
0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.6 0.8 1 1.5 2 2.5 3 3.5 4 

T2 34.7 21.5 16.2 13.1 11.1 6.6 4 2.9 2.4 2 1.5 1.2 1 1 1 1 

EWMA-R 23.7 15.3 12 10 8.7 5.8 3.9 3.1 2.7 2.4 2 1.9 1.6 1.2 1 1 

EWMA-3 20 13.8 11 9.4 8.3 5.6 3.8 3.1 2.7 2.3 2 1.8 1.5 1.2 1 1 
 

Table 2a: Drift shift in the slope (A1) 
 High small to small rate 

 
0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01 

T2 77 51.1 39.4 32.7 28.1 24.8 22.1 20.1 18.6 17.3 

EWMA-R 55.4 36.5 28.4 23.5 20.5 18.3 16.6 15.3 14.2 13.1 

EWMA-3 33.4 25.7 21.3 18.4 16.5 15 13.8 12.9 12.1 11.4 

Table 2b: Drift shift in the slope (A1) 
 small to medium rate Medium to large rate Large to very large rate 

 
0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.6 0.8 1 1.5 2 2.5 3 3.5 4 

T2 10.4 6.2 4.6 3.7 3.1 1.9 1.1 1 1 1 1 1 1 1 1 1 

EWMA-R 8.7 5.7 4.5 3.9 3.4 2.3 1.8 1.2 1 1 1 1 1 1 1 1 

EWMA-3 7.8 5.4 4.3 3.7 3.3 2.2 1.8 1.1 1 1 1 1 1 1 1 1 

 
The out-of-control ARL for drift shift in the slope in 

equation (1) is given in Tables 2a and 2b. The results show 
that the performance of EWMA-3 is better than the other 
methods under high small to small trend shifts in the slope. 
However, in medium to large shifts, T2 method performs the 
best. The performance of the three methods in large to very 
large shifts is the same. 

ARL1 for drift in the standard deviation is also summarized 
in Tables 3a and 3b. As it is shown in these tables, EWMA-3 
method performs better than the EWMA-R and T2 methods 
under very small, small, and medium rates. On the other 
hand, from medium to very large shifts, the performance of 
EWMA-R method is the best.  

 
Table 3a: Drift shift in the standard deviation )(σ  

 High small to small rate 

 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01 

T2 96.7 72.2 59.6 52.3 46.3 42.4 39.1 36.5 34.3 32.4 

EWMA-R 92.5 68.8 56.8 48.7 43.8 39.6 36.6 33.9 31.7 29.9 

EWMA-3 41.3 35.6 31.8 29.6 27.5 25.7 24.2 23.1 22.3 21.3 

 
Table 3b: Drift shift in the standard deviation )(σ  

 small to medium rate Medium to large rate Large to very large rate 

 
0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.6 0.8 1 1.5 2 2.5 3 3.5 4 

T2 21.6 14.5 11.3 9.5 8.3 5.4 3.6 2.9 2.5 2.2 1.8 1.5 1.4 1.3 1.3 1.2 

EWMA-R 20 13.2 10.3 8.6 7.5 4.9 3.2 2.5 2.1 1.9 1.5 1.3 1.2 1.1 1.1 1.1 

EWMA-3 15.6 11.3 9.2 8 7.1 5.1 3.6 2.9 2.5 2.3 1.9 1.6 1.5 1.3 1.2 1.2 

Method 
Rate 

Method 

Method 
Rate 

Rate 

Method 

Method Rate 

Rate 
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Table 4a: Drift shift in the slope (B1) 

 High small to small rate 

 
0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01 

T2 118.9 85.1 68.1 57.9 50.3 44.9 40.8 37.2 34.7 32.2 

EWMA-R 127.1 95.9 76.6 65.2 56.7 50.8 46.1 42.1 38.8 36.6 

EWMA-3 38.5 31 26.6 23.6 21.1 19.5 18.1 16.9 16.1 15.1 

  
  Table 4b: Drift shift in the slope (B1) 

 small to medium rate Medium to large rate Large to very large rate 

 
0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.6 0.8 1 1.5 2 2.5 3 3.5 4 

T2 19.9 12 8.9 7.2 6.1 6.3 2.2 1.7 1.3 1.1 1 1 1 1 1 1 

EWMA-R 22.4 13.5 9.9 8 6.8 4 2.4 1.8 1.4 1.2 1 1 1 1 1 1 

EWMA-3 10.5 7.2 5.8 4.9 4.4 3 2.1 1.8 1.5 1.2 1 1 1 1 1 1 

 
The results of out-of-control ARL under drift in the slope 

in equation (2) are summarized in Tables 4a and 4b. The 
results are similar to the ones for the slope in equation (1). In 
other words, in very small to medium size rates, EWMA-3 is 
the best. In large shifts, the T2 method performs better than 
the other two methods. However, as the magnitude of shifts 
increases, the performance of three methods will be the same. 

IV. CONCLUSIONS AND FUTURE RESEARCHES 
In this paper, we investigated the performance of the more 

popular methods including T2, EWMA-R, and EWMA-3 
under a linear trend shift with positive rates in phase II 
monitoring of simple linear profiles. The results show that the 
EWMA-3 method performs better than the other methods 
under very small to medium shifts. In medium to large rates 
under shifts in the intercept and slope in both main and 
transformed model, the T2 method roughly performs better 
than the other methods. However, in standard deviation shift, 
EWMA-R performs the best. In addition, in very large shifts, 
the performance of three methods is approximately the same. 

As a future research, one can investigate the performance 
of the methods under drift shift with negative rates or study 
the performance of the other methods in the literature such as 

SLRT by Zou at al. [12], and MCUSUM/
2χ by Noorossana 

and Amiri [10]. Furthermore, one can propose some new 
methods such as cuscore statistics to detect drift. 
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