
 
 

 

 
Abstract— Internet users rely on the good capabilities of 

TCP/IP networks for dealing with congestion. The network 
delay and the number of users change constantly, which might 
lead to transmission problems. Usually, these problems are 
solved following a data communication approach such as drop 
tail or random early detection (RED) algorithms. Recently, 
more involved techniques based on an active queue 
management (AQM) control system have been proposed. This 
paper presents a probabilistic methodology to test whether a 
given AQM feedback controller satisfies a predefined set of 
requirements when dealing with control congestion under a 
variety of network configurations with a certain degree of 
confidence. The proposed technique is demonstrated through 
simulation in NS-2. 
 

Index Terms—Congestion control, controller test, PID, 
probabilistic analysis.  
 

I. INTRODUCTION 

The importance of Internet cannot be denied. Nowadays 
huge amounts of data are transferred from one point to 
another in a matter of seconds. However, there are times in 
which problems arise such as long delays in delivery, lost and 
dropped packets, oscillations or synchronization problems 
([1], [2], [3]). Congestion, which is responsible for many of 
these problems, appears when there are too many sources 
sending data too fast for the network to handle and is a very 
serious problem. Thus, techniques to reduce congestion are 
of great interest. Nowadays, there are some methodologies to 
deal with this issue ([4], [5]), such as congestion control, 
which is used after the network is overloaded, and congestion 
avoidance, which takes action before the problem appears. 
This paper deals with congestion control because it is where 
feedback control techniques can be applied.  

The end-to-end transmission control protocol (TCP), and 
the active queue management (AQM) scheme define the two 
parts implemented at the routers’ transport layer where 
congestion control is carried out. The most common AQM 
objectives ([5], [6] and [7]) are: efficient queue utilization (to 
minimize the occurrences of queue overflow and underflow, 
thus reducing packet loss and maximizing link utilization), 
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queuing delay (to minimize the time required for a data 
packet to be serviced by the routing queue) and robustness 
(to maintain closed-loop performance in spite of changing 
conditions). 

In general, AQM schemes enhance the performance of 
TCP, although they have some disadvantages as they do not 
work perfectly in every traffic situation. Numerous 
algorithms have been proposed (see [5] for a good survey on 
the subject).  Random early detection (RED) [9] is the most 
widely used algorithm. It can detect and respond to long-term 
traffic patterns, but it cannot detect congestion caused by 
short-term traffic load changes. AQM mathematical models 
were published in [6], among others. From the moment this 
paper was known by the control community, control theory 
based approaches have been used to analyze and design 
AQM congestion control algorithms and schemes (see 
references [1] to [20] ). 

However, the simulation results (in most of the references) 
show only specific cases and scenarios. Thus, validation of a 
control approach from a global point of view is not possible. 
Nevertheless, in [17] and [18], some theoretical results to 
ensure stability are portrayed, although they only refer to P 
and PI controllers. In recent years, research on probabilistic 
analysis and design methods for systems and control has 
significantly progressed. Areas such as uncertain and hybrid 
systems [19] have seen improvements worthy of note. [20]  
introduces a significant improvement in the sample 
complexity. 

Motivated by these issues, this paper develops a 
mathematical tool to test whether a set of controllers robustly 
satisfies a set of predefined requirements with a certain 
probability. This is a particularization of the method 
proposed in [21]. One of the main characteristics of the 
technique is that it is independent of the family of controllers 
(PI, PID, predictive, robust, etc). As we are applying this 
technique to the AQM congestion control problem, the main 
metrics proposed to determine controller performance are: 
the router queue size (real value and standard deviation), the 
link utilization and the probability of packet losses. 

The proposed technique is applied to a problem of two 
routers connected in a Dumbbell topology, which represents 
a single bottleneck scenario. The length of their queues is 
controlled with a PID whose properties are guaranteed 
following the results presented in the paper. The simulations 
are done using the software NS-2 ([28]). 

This paper is organized as follows. Section II introduces 
the theory behind the proposed randomized test method. 
Results and an example of application are given in section III. 
Finally, some conclusions and discussion on future work are 
presented in the last section.  
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II. RANDOMIZED TEST METHOD 

In this paper we propose to use a randomized approach to 
test whether a controller robustly satisfies a set of 
requirements with a given probabilistic error margin. This 
approach is based on [21]. The main idea is to test the 
controller under a finite set of different scenarios. If the 
controller satisfies the requirements for a sufficient number 
of these scenarios, then certain properties can be concluded 
with a given degree of confidence. This section briefly 
develops the mathematical tools needed to establish a bound 
on the number of simulations needed to guarantee certain 
properties with the desired level of confidence probability.  

A. Notation 

Let    be a vector representing the parameters that 
characterize the controller and w W  be a vector 
representing the parameters that characterize the scenario 
where the controller will work. The concept of scenario 
includes not only the model for the system under control but 
also its state and possible inputs. 

B. Assumptions 

The following assumptions are made for the further 
results: 

I) The controller must belong to a finite family, that is, 
 has finite cardinality and its number of elements is equal 
to m: 

 1 2, ,..., m    . 

This assumption is typical in robustness problems, where 
the controller design parameters, along with different 
auxiliary variables, are parameterized by means of the 
decision variable vector  . 

II) The network and its possible inputs can both be 
modelled mathematically and these models can be 
characterized with a parameter vector w W .  

III) Given 
1t  and

2t , with
2 1t t ,  a scenario ŵ W  and a 

controller ̂  , there is a procedure to evaluate  whether 

the controller ̂  fulfils the design requirements during the 

time interval  1 2,t t  for the scenario ŵ .  This procedure 

returns a 0 if the requirements are satisfied and 1 in any other 
case. Mathematically, the procedure is a function g such that: 

 : 0,1g W  . 

Remark. This procedure can be based, for example, on a 
network simulator that checks if the controller being tested 
fulfils a given set of conditions.  

IV) There is a probability distribution PrW  defined over 

the set W and an algorithm that provides elements of W 

according to PrW . In other words, the algorithm is able to 

provide a sequence 
1 2, ,..., kw w w  of characteristic 

independent and identically distributed elements of W 

obtained according to PrW .  

Remark. This assumption can be relaxed. It is not strictly 

necessary to know the probability function PrW  if, by some 

means, it is possible to generate the sequence of characteristic 

elements 1 2, ,..., kw w w W . 

C.  Problem formulation 

The problem is to test whether a controller satisfies the 
design requirements defined by the function g with a 
probability greater than1  , that is: 

  ?( ) Pr : , 1gE w W g w      .              (1) 

Notice that   is the probability that the given controller ̂  
does not work properly in a scenario w.  

In general, it is not possible to test the controller in all of 
the possible scenarios in order to determine . We propose to 
take a probabilistic approach to test a controller.  To this end, 
a finite set of N elements of independent and identically 

distributed elements 1 2, ,..., Nw w w W are taken according 

to the probability distribution PrW .  These scenarios test if the 

controller satisfies the requirements and allow the probability 
of failure to be estimated:  

 
1

1?ˆ ( ) ,
N

g i
i

E g w
N

  


                         (2) 

Where  is a bound of the empirical estimation of the 

probability of failure for all the controllers being tested. In 
other words, these parameters set the maximum acceptable 
probability of failure and can be seen as a design parameter. 
In the case when a controller exceeds this bound it will be 
dismissed. Additionally, we will require   , that is, the 

estimated probability of failure must be lower than the real 
probability of failure  . This constraint means that in 
practice more restrictive conditions are applied and provides 
a margin to assure that the real behaviour will fail with less 
probability than  . 

The probability that the algorithm fails has to be taken into 
account. The algorithm fails when it does not provide a 
solution that satisfies (1), even when it satisfies (2), that is, 
when a false positive occurs. Thus, the probability of failure 
of the algorithm   is defined as: 

 ? ˆPr ( ) ( )g gE E      
 

Note that, given a controller̂  , this is a function of , 
  and N . Failures in the algorithm are related to situations 

in which the choice of the characteristic sequence 

1 2, ,..., Nw w w W  is not really representative forW . 

Logically, the more different scenarios are used to test the 
controller, the better the results provided by the algorithm. It 
can be proved that the function of the probability of failure of 
the algorithm verifies: 
 

 lim , , 0
N

N  


 . 

As it is not possible to make infinite simulations to 
guarantee that the probability of failure of the algorithm is 0, 
we will set a bound ̂  that represents the maximum 

algorithm failure rate allowed. In other words, we require 
 < ̂ .  

In what follows, we present a method for determining a 
bound on the number of scenarios needed to test the 
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controller so that it can be guaranteed with a level of 
confidence ̂  that the chosen controller works properly 

according to the design parameters; that is,   ˆ, , N    . 

D. Case of one controller under test 

For simplicity, it will first be assumed that the controller is 
the only element in a set of cardinality 1, that is, 

 ̂  .Without loss of generality; it can be assumed that the 

controller verifies: 

  ? ?( ) Pr : , 1 ,gE w W g w         , 

that is, the chosen controller fails with probability ̂   for 
a scenario w W . In other words, we assume that the 
controller does not fulfil the design requirements in (1). With 
this assumption, we can calculate the probability that a bad 
controller has to successfully pass the tests in (2). It is 
obvious that a controller that fails with ̂   in (1) has a 
bigger chance of passing the tests in (2) and therefore this 
case, the most restrictive one, will be used to establish the 
bound.  

When the controller is tested with the N scenarios the goal 
is to verify (2), which can be transformed into:  

 
1

ˆ,
N

i
i

g w N 


    , 

where N     is N   floor rounded. Note that the last 

inequality is a sufficient condition to guarantee that (2) holds, 
but it is not equivalent since N N         . The 

probability for this event can be calculated with the aid of the 
binomial distribution, which is defined as the sum of the 
probabilities of all the cases where the number of failed 
scenarios is lower than or equal to N    .  

 

   
1 0

ˆPr , 1
NN

N kk
i

i k

N
g w N

k



   
  



 

  
        

   
  .               (3) 

 
This is the probability that sets the bound of confidence in 

the algorithm, so N has to be chosen such that: 
 

 
0

ˆ1
N

N kk

k

N

k



  
  





 
  

 
 .                         (4) 

 
D. General case  

In general, several controllers will be tested until one 
which satisfies the requirements is found. In this case, the 
number of scenarios that has to be considered to obtain a 
certain degree of confidence needs to be modified in order to 
take into account the possibility of choosing a set of 
non-relevant scenarios for a given controller. Therefore, we 
assume that the set of tested controllers has a finite 
cardinality m>1, that is,  1 2, ,..., m    . Assuming that 

each of the available controllers has the same probability that 
was derived in the previous subsection it is easy to derive that 
N has to be chosen so that: 

 
0

ˆ1
N

N kk

k

N
m

k



  
  





 
   

 
 .                                      (5) 

Thus, given ̂ , ,   and m, it is possible to establish a 

number N of representative scenarios that are enough to 
guarantee that the controller works properly with a 
confidence level of ̂ . There are several ways to find the 

value of N that validate (5). For the example in this paper, a 
numerical bisection method was programmed.  

Remark. Notice that (5) admits other possible applications. 
For instance, it can also be used to determine possible 
probability bounds given a set N of possible simulations and 
controllers to be tested. 

Remark. The finite cardinality assumption holds for cases 
such as when there is a random number of samples in the 
space of design parameters according to a given probability 
([21]-[23]). 

 

III. TCP/IP NETWORK PROBLEM 

This section presents simulation results that demonstrate 
the method developed in section II. In general, the dynamics 
of an AQM router are complex due to the number of variables 
that come into play: packet sources, protocols, etc. 
Nevertheless, it is possible to obtain a nonlinear model that 
represents the dynamics of the system [6] considering that the 
protocol used is TCP. The model relates the average value of 
the network variables and is described by the following 
coupled, nonlinear differential equations: 

1 ( ) ( ( ( )))
( ) ( ( ))

( ) 2 ( ( ))

( )
( ), 0

( )
( )

( )
max 0, ( ) , 0

( )

TCP

TCP

W t W t R t R t
W t p t R t

R t R t R t

N t
C W t q

R t
q t

N t
C W t q

R t

 
  



  
 

       





,          (6) 

where W ≈ average TCP window size (packets), 
q average queue length (packets),  R ≈round-trip time = 

q/C+Tp (secs), C  ≈ link capacity (packets/sec), Tp ≈ 
propagation delay (secs), NTCP  ≈   load factor (number of 
TCP sessions) and  p  ≈   probability of packet mark. 

As explained by [6], the first differential equation in (6) 
describes the TCP window control dynamic and the second 
equation models the bottleneck queue length as an 
accumulated difference between the packet arrival rate and 
the link capacity. The queue length and window size are 
positive, bounded quantities, i.e.,  qq ,0  and  WW ,0 , 

where q and W denote buffer capacity and maximum 

window size, respectively. In this formulation, the congestion 
window size W(t) is increased by one every round-trip time if 
no congestion is detected, and is halved when congestion is 
detected.  

In practice, these dynamics are generated for simulation 
purposes using the software tool NS-2 [23], one of the most 
realistic networking software simulation tools. NS-2 is a 
discrete event simulator targeted at networking research, 
providing substantial support for simulation of TCP, routing, 
and multicast protocols over wired and wireless networks. 
The type of controller studied in this example, PID, has been 
added to the congestion control methods available in NS-2.  
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Although an AQM router is a non-linear system, in order 
to analyze certain types of properties and design controllers, a 
linearized model was used. To linearize (6), we assume that 
the number of active TCP sessions and the link capacity are 
constant, i.e., NTCP(t)=NTCP and C(t)=C. The dependence of 
the time delay argument t−R on queue length q is ignored and 
it is assumed to be fixed to t−R0. Then, local linearization of 
(6) around the operating point results in the following 
equation: 

 

 

02
0

2
0

0 02 2
0

( ) ( ) ( )

1
( ) ( ) ( )

2

TCP

TCP

N
W t W t W t R

R C

R C
q t q t R p t R

R C N

     

      



)(
1

)()(
00

tq
R

tW
R

N
tq   ,                                          (7) 

where 0)( WWtW   , 0qqq   and 0ppp  , 

represent the perturbed variables. The operating point for a 
desired equilibrium queue length q0 is given by: 

pT
C

q
R  0

0 , 
0

0
TCP

R C
W

N
 and

2

0

0

2

W
p  .                            (8) 

Equation (2) can be further simplified by separating the 
low frequency (‘nominal’) behavior (P(s) in (4)) of the 
window dynamic from the high frequency behavior (∆(s) in 
(9)) which is accounted as a parasitic.   

  
2

2
0 0

(2 )
( ) ,

(2 ) ( ) 1
TCP

TCP

C N
P s

s N R C s R


   

 0

2

3
0

2
( ) 1 R sTCPN
s e

R C
  

                                                (9) 
Taking (9) as a starting point, [6] provides a feedback 

control system of AQM (Fig. 1).  
The action implemented by an AQM control law is to mark 

packets with a discard probability p, as a function of the 
measured queue length q. The larger the queue, the greater 
the discard probability becomes. Following (9), the transfer 
function Δ(s) denotes the high-frequency window dynamics 
and P(s) (plant dynamics) relates how p dynamically affects 
q. 

The controller used for the simulations was a PID [27], 
which is the most common form of feedback. It can be 
described by (8):  

             








 

t

d
i

p dt

tde
Tde

T
teKtu

0

1                   (10) 

 

Figure 1: Block diagram of AQM as feedback control system 

 

 

Figure 2: Dumbbell topology 

Equation (10) represents the classic or textbook 
formulation, but as we are going to implement the controller 
in a computer some practical issues should be taken into 
account. Following [27], the discrete equations implemented 
in the software network simulator 2 (NS-2) are given by (11). 
   

         
        

     

1 1

1

,

,

,

,

k p k

d
k k p TCP k k

d TCP s

k k k k

p
k k k

i

p t K e t

T
d t d t K N y t y t

T N T

u t sat p t d t i t

K
t i t e t

T


 





  
 

  

 

 

 
 
 
 
 
 
(11) 

where NTCP is a value between 8 and 20 and Ts is the 
sampling period. This controller is very well known to the 
control community. Its parameters can be tuned following 
methods proposed in the control literature such as 
Ziegler-Nichols reaction curve. The block diagram is the 
same as in Figure 2. 

The basic network topology used as the example to test the 
controller is depicted in Figure 2. It is a typical single 
bottleneck topology and reflects the working scenario 
defined in [16]: NTCP=40 TCP sessions, C = 250 packets/sec., 
Tp=0.3 sec., so R0=0.7 and W0= 4.375 packets. These are the 
nominal conditions, although fluctuations are possible. The 
following reasonable changes in the conditions of the 
experiment have been considered: the number of TCP 
sessions can fluctuate between 20 and 180, the link capacity 
between 100 and 1000 packets/sec and the transportation 
delay Tp, between 0.1 and 0.6 seconds.  

In order to improve the understanding of the nature of the 
system and define the set of controllers to be tested, some 
initial linear and non-linear simulations were carried out 
using EcosimPro [26] (considering respectively (7) and (6) as 
the model). Different PID controllers were tested in nominal 
scenarios defined according to parameters considered above. 
After the simulations and analytical study of the controllers 
(applying frequency response techniques) the set of PID 
parameters was restricted to  the following range: 
Kp=-0.0004, -0.0005, …, -0.0009, Ti = 1, 1.5, 2 and Td = 2, 
2.75, 3. 
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Figure 3: All experiments for controller kp= -0,0009, Ti= 1.5,Td= 3 
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Figure 4: Valid experiments for controller kp= -0,0009, Ti= 1.5,Td= 3 
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Figure 5: Simulation results 

 
Thus, we have a total of 54 possible controllers. The 

simulations will be satisfactory if the queue size, whose 
reference will be at 120 packets, has a mean value in the 
interval [116, 124] and its mean deviation is smaller than 
17. These are the bounds that define the function g 
introduced in section II. The procedure consists in testing 
one controller after another until one is found that fulfills 
the design requirements. The number of samples needed to 
test each controller depends on the number of controllers 
being tested. For example, if controller 1 fails then 
controller 2 and controller 1 are put to the test with a 
bigger number of scenarios. This is repeated until a 
controller that fulfills all the requirements is obtained.  

To this end, (5) was used to establish the desired 
properties for the controllers, fixing the following 
parameters: 
 05.0 , that is, we admit that the controller may not 

fulfil, in 5% of the cases, the criteria used in the testing 
algorithm proposed in Section 2. 
 01.0 , that is, for each 100 scenarios simulated, 

only one failure is tolerated. A failure here means that 
the controller being tested has not achieved the required 
performance in the chosen metric for a given simulation 
scenario. 

 1.0ˆ  , that is, a maximum of 10% of the scenarios 

may not be valid (repeated simulations, non realistic 
scenarios, etc). 
 m=54, that is, 54 different controllers are considered 
to be tested. 
In this case, (5) is used to establish the number of 

required simulations for each controller, so that the desired 
properties can be statistically guaranteed. As we are 
interested in finding the best possible controller within the 

given set, all of them are put to the test and the one that 
offers the best results is kept. In our experiments, the 
resulting number of different scenarios needed to obtain a 
successful controller was 168 simulations. Notice that, 
with an increment in the number of simulations, the 
probability bounds could also be improved.  

Remark. In the case that none of the controllers should 
pass the simulation tests, the requirements would have to 
be relaxed or the controlling scheme changed. 

After the simulations finished, it can be concluded that 
the controller with kp= -0,0009, Ti=1.5 and Td=3 
successfully passed the tests: therefore its performance is 
statistically guaranteed within the range established.  Figs. 
3 and 4 show, respectively, all the scenarios and the ones 
that passed the specifications, for the selected controller 
(the one that fulfills the initial performance specifications). 

 
TABLE I 

SIMULATION DATA 

NTCP C Q MEAN Q STD 

10 1000 120.33 6.6 

180 1000 121.92 16.1 

30 500 118.258 16.3 
 
 
 
Real simulation results are shown in Fig. 5 under three 

different situations (see Table 1). The queue size in 
packets is the depicted variable. 
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IV. CONCLUSIONS 

A methodology to statistically guarantee the properties 
of a family of controllers has been presented in this paper. 
The proposed method does not depend on the family of 
controllers considered, as it is very flexible. For instance, it 
can be used to determine probability bounds or establish a 
minimum number of simulations required to accept or 
reject a controller.  

The importance of this result yields, in fact, that it 
allows some properties to be guaranteed with a given 
probability level in cases where there is a great difficulty, 
or even an impossibility, to demonstrate the cited 
properties. This is especially useful in this area, as it is 
common to find design procedures in the literature that are 
only tested in a few cases with no guarantee that the 
controller behavior will be similar in other scenarios. 
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