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Abstract - With the potential growth of multimedia hardware 
and applications, the machines have to realize the information 
by adapting to the internal information. An adaptive content 
based image retrieval (CBIR) approach based on relevance 
feedback and Firefly algorithm is proposed in this paper. In 
addition to the color descriptor, wavelet-based texture 
descriptor is considered to improve the retrieval performance. 
Feature extraction has been done with the Euclidean distance 
estimation between the pixels; relevance feedback (RF) based 
approach but all concerns with the extraction of image 
accuracy. This research work has a focused approach to 
increase the performance by optimizing image feature by 
adopting with the firefly algorithm (FA). The experimental 
results compared with the other optimization algorithms like 
particle swarm optimization and genetic algorithm 
demonstrate the feasibility of the approach. 

 
Index Terms — Content-based image retrieval, Relevance 

Feedback, Firefly Algorithm, color descriptor, texture 
descriptor. 
 

I.    INTRODUCTION  

With the huge requirements of multimedia information 
processing to process the real-time information in terms of 
visual objects in many practical applications, multimedia 
information retrieval becomes essential, among which image 
retrieval has becoming widely recognized. Moreover, it is 
also desirable to develop image retrieval tools to browse and 
search images effectively and efficiently because of the 
explosive growth of personal image records and image 
records on the Internet. To give text annotations [1], [2] to 
all images manually is tedious and impractical. In addition, 
automatic image annotation [3] is generally beyond current 
techniques.  

Therefore, content-based image retrieval [4]-[6] has 
gained much attention in the past decades. CBIR is a 
technique to retrieve images from an image database such 
that the retrieved images are semantically relevant to a query 
image provided by a user.  

Initially, the research activities in CBIR primarily focused 
on representing images by using low-level visual features, 
which can be automatically extracted from images, to reflect 
the color, texture and shape information of the image.  
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However the retrieval performance is still far from 
satisfactory.  

Relevance feedback (RF) has been demonstrated to be a  
powerful tool which involves the user in the loop to enhance 
the performance of CBIR. Popular RF schemes can exhibit 
some general limitations of over sensitivity to subjective 
labeling by users and the inability to accumulate knowledge 
over different sessions and users.  

RF approaches also having the critical issues that yet to 
be unsolved. This would be occurred because of the user 
interaction leads to a time consuming, not getting the 
relevant information in a quick convergence. This is being 
focused for a new image without positive examples are 
available for the successful retrieval. During the retrieval 
process, if it converges to very sub optimal local solution 
and if we could not able to explore the image space that 
creates critical issues. This problem depends on the size of 
the databases. 

To encounter the above two issues in relevance feedback 
of the image retrieval system, we considered the speculative 
and effective design in which the RF technique is integrated 
into meta-heuristics firefly. Recently, a new modern meta-
heuristic algorithm, called firefly algorithm, developed by 
Xin-she Yang [7], [8] is a population based technique. This 
algorithm mimics some of the characteristics of firefly 
swarms and their flashing behavior. A firefly with lower 
flash intensity tends to be attracted towards other fireflies 
with higher flash intensity in which the light intensity 
decreases as the distance increases [9]. In this paper, the 
firefly optimizer has been chosen as an effective image 
space exploration and an optimization engine that would 
solve the convergence to the maximum level. All the works 
are progressed through color and texture features.  

The rest of the paper is organized as follows: Section II 
briefly review the related works about CBIR and firefly 
algorithm. Section III presents the proposed approach. 
Experimental results are presented and analyzed in Section 
IV. Finally, we conclude and discuss future research 
directions in Section V. 

 
II.    RELATED WORKS  

 
A. CBIR and Relevance Feedback 

There are some literatures that overview and compare the 
feature extraction techniques in CBIR [10], [11]. Also, there 
are some papers on CBIR that adopts the color descriptor. 
Neetu Sharma et al [12] investigated the two different 
methods for describing the content of images which are 
global descriptor attributes and color histogram approach for 
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efficient image retrieval. Authors in [13] extended the EM-
variant algorithm to estimate the parameters of the 
Gaussians in order to detect an object in color image 
retrieval systems. Authors in [14] proposed a technique 
which uses the back-projection of color sets for automated 
extraction of local color regions and representation of color 
content, thereby provided an efficient indexing and effective 
color image retrieval. Zhenhua Zhang et al [15] proposed a 
technique for improving the representation of color 
histogram by adopting a non-uniform quantization and 
segmentation algorithm in segmentation based image 
retrieval. Ching-Hung Su et al [16] proposed a scheme that 
transfers each image into quantized color code and then 
compared with the database for efficient image retrieval. 

       Texture is also an important image feature that plays 
a major role in human visual perception [17]-[18].     
Combination of color and texture features is also an 
important property in CBIR systems [19]-[20].  

In order to have wide acceptance, recent approaches 
include human-computer interaction perspective [23]-[27] as 
well as in CBIR. C. Y. Li et al [28] developed a unified 
graph theoretic approach for relevance feedback and image 
matching in region level and improved the retrieval 
performance. Dewen Zhuang et al [29] segmented the image 
into main region and margin region based on high 
dimension biomimetic information geometry theory and 
then integrated with relevance feedback, thereby improved 
the retrieval efficiency. T. S. Huang et al [30] discussed 
about various algorithm for interactive multimedia retrieval. 
In [31], the author presented a new notion of fuzzy 
relevance feedback and the corresponding fuzzy radial basis 
function network (FRBFN) -based framework into the 
interactive CBIR systems based on soft decision. Y. Rui et 
al [32] adopted feature re-weighting for relevance feedback 
into CBIR systems and improved their performance. Y. Rui 
et al [33] adopted optimal learning over heuristic-based 
feature weighting for relevance feedback into CBIR systems 
and improved their performance. 

 
B. Firefly Optimization 

One of the excellent optimization algorithms is invented 
by a search heuristic engine that mimics the process of 
natural evolution. We found some of the literature survey 
related to this algorithm with optimization of images. 

Yudong Zhang et al [34] [35] discussed about the image 
registration mechanism using a novel approach. The Image 
registration has been modeled with normal cross correlation 
model as optimization suite. In [38], the authors proposed, 
presented and tested the firefly algorithm to optimize the 
economic emission load dispatch problem so as to minimize 
both the fuel cost and emission of generating units. Herbert 
M. Gomes [39] proposed a methodology based on firefly 
metaheuristic algorithm and performed a structural mass 
optimization on shape and size by taking highly non-linear 
dynamic problems with several constraints.  Olympia Roeva 
[40] adapts FA for a model parameter identification of an E-
coli fed-batch cultivation process and performs parameter 
optimization. N. Chai-ead et al. [41] adapts bees and firefly 
algorithm for solving noisy non-linear optimization 
problems. In [42], FA is applied to solve job shop 
scheduling problem which involves complex combinatorial 

optimization that are categorized into non-deterministic 
polynomial (NP) hard problem. 

Some of the papers that are related to image retrieval are 
presented below. Xu Zhang et al [44] discussed about the 
image retrieval optimization with PSO with r-selection and 
k-selection of Ecology. He proved r/k PSO with positive and 
negative feedback samples to enhance the image retrieval by 
changing the weights based on the user input. Chin-Chin Lai 
et al [45], [46] proved the reduction of semantic gap 
between high level sample features and low level sample 
features to reach the intended image by Genetic Algorithm 
as an optimizer. 

 
III.   PROPOSED SYSTEM 

 
A. Distance Calculation 

The image is defined as the set of combination of color 
information, texture and shape of the object in the image. 

Let K be the image, it is defined by 
K   = {color, shape, texture} 
Among these features, color and texture features are 

considered in this paper. The first and foremost step is to 
represent the images in terms of features. The visual 
signature of the ith image is made up of different feature 

vectors, composed by: Mch color histogram bins ch
ic , Mcm 

color moments cm
ic , Medh edge direction histogram edh

ic and 

Mwt wavelet texture feature values wt
ic . The feature vector 

[ ]ch cm edh wt
i i i i ic c c c c    of dimension D= Mch + Mcm 

+ Medh+ Mwt provides the overall description of the image. 
The feature vectors of query image are computed online and 
the feature vectors of stored database images are computed 
offline. From there, each image is represented as feature 
vector in D-dimensional space. After the mapping of query 
image and stored database image into its feature vector, the 
system shows the most MFB nearest images to the user from 
the entire database, based on weighted Euclidean distance 
between feature vector pairs.  

Mathematically expressed as 

( ; ) ( ; )

( ; )

( ; )

( ; )

ch ch
q s q s

cm cm
q s

edh edh
q s

wt wt
q s

Dist c c WMSE c c

WMSE c c

WMSE c c

WMSE c c








  (1) 

where qc is the query feature vectors and sc is the stored 

database feature vectors; s=1,…., DBM  , where DBM is the 

total number  of database images. WMSE is the weighted 
Euclidean distance calculated between a pair of feature 
vectors: 

2

1

1
( ; ) ( )

N
k

q s qj sj j
j

WMSE c c c c w
N 

 
  (2) 

where k
jw is a vector of weights associated to the features 

at kth iteration and N is equal to chM or cmM or edhM or 

Proceedings of the World Congress on Engineering 2013 Vol II, 
WCE 2013, July 3 - 5, 2013, London, U.K.

ISBN: 978-988-19252-8-2 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCE 2013



Mwt . At first iteration, k
jw =1; j=1… N; that is all the 

features are equally important.  
The idea is to compare the pixel intensity and value of the 
input image to the stored database. 
Let’s Assume query image or input image as Q(I) and stored 
image as S(I). 

0    if  Q(I) = S(I)
( )

1  if  Q(I)  S(I)
F x

 
         (3)

    
Where Q(I) =  Qi(I) * Ci 
            S(I)  = Sj(I) * Cj  
 

i, j are the index prefixes of the pixel. 
Q (I) and S (I) are the reference and input image. 
F(x) is the system function it validates the pixel equivalence 
of the image. 
From the above relation the spatial transformation image 
matrix T* is given by 

*=E(Q(I),S(I))T       (4) 
E is the similarity measurement of the image. 
The cross correlation between the two images is given by 

( , )

( )( )1
( , )

( )
q s

i j q s

Q S
C Q S

N

 
 

 
 

    (5) 
where C(Q,S) is the cross correlation of pixels in the image. 
Transformation Matrix T* is given by substitute (5) in (4) 

( , )

( )( )1
( , )

( )
q s

i j q s

Q S
C Q S E

N

 
 

     
  


  (6) 

        After computing the minimum distance, the system 
ranks the entire database and sort the results. Then the MFB 
nearest image is shown to the user for collecting the first 
feedback. The user tags the images as relevant and irrelevant 
according to their mental view of query. Now the two image 
subsets as relevant and irrelevant are created and updated 
during all the iterations. 
 
B. Feature Reweighting 

       The goal of weight updating is to emphasize the most 
important ones for the significant number of samples which 
is classified by the user as MFB relevant and irrelevant 
images. The feature re-weighting algorithm used is based on 
a set of statistical characteristics [22]. In practice, taking into 
account of the user feedback, a dynamic feature selection is 
performed. Based on the concept of dominant range and 
confusion set, it is feasible to calculate the discriminant ratio  

k
f on the fth feature (f = 1,2,…..,D) at the kth iteration 

which shows the ability of this feature to separate irrelevant 
images from relevant ones. The updated weight is then 
computed as follows 

1
,

k
fk

f k R
f

w



 
     (7) 

where ,k R
f is the standard deviation of  fth feature of the 

relevant image subset at the kth iteration which is 

modified[43] with normalization factor, thereby it limits the 
maximum weight to 1. 

 
C. Firefly Algorithm Modeling 

Firefly Algorithm (FA) is a nature-inspired algorithm 
which is based on the flashing behaviors of the firefly 
swarm. The development of firefly inspired algorithm 
consists of three idealized rules [9]. (1) Artificial fireflies 
are unisex so that one firefly is attracted to other fireflies 
regardless of their sex; (2) the degree of the attractiveness is 
proportional to their brightness of light intensity and they 
both decreases as the distance due to the fact that the air 
absorbs light. Thus for any two flashing fireflies, the less 
bright one will move towards the brighter one. If there is no 
brighter one than a particular firefly, it will move randomly; 
(3) the brightness of flashing light is determined by the 
value of objective function which is to be optimized. 

In this paper the retrieval problem is modeled as an 
optimization process. To this purpose, the swarm of agents 
An or swarm of fireflies are defined as points and are 
randomly distributed inside the feature space i.e., D-
dimensional vectors in the search space.  

The decision variables of firefly algorithm are the four 
feature vectors as Mch , Mcm , Medh and Mwt. The brightness 
of light intensity is associated with the objective function 
which is related to the sum of weighted Euclidean distance 
between the query image and the stored database image in 
D-dimensional search space. 

Based on this objective function, initially all the fireflies 
are randomly deployed across the solution space. There are 
two phases of firefly algorithm which are described as 
follows [9]: 
i. Light intensity variation 

The color and texture feature values are related to the 
objective values, so for a maximization/minimization 
problem, a firefly with higher intensity will attract another 
firefly with higher probability, and vice versa. Given that 
there exists an n number of swarm of fireflies with MFB ≤ n 
< M in which each firefly is determined by the light 
intensity and xi represents a solution for a firefly i, whereas 
f(xi) denotes its corresponding objective function. Here the 
color and texture feature values of an image I of a firefly is 
equivalent to the value of objective function 

( )      1 i ni iI f x  
    (8) 

ii. Movement towards attractive fireflies 
The attractiveness β of the firefly is proportional to the 

light intensity received by the adjacent fireflies. Suppose β0 

is the attractiveness with distance r = 0, so for two fireflies i 
and j at locations xi and xj, their attractiveness is calculated 
as 

2( ( , ) )
0( , ) r i j

r i j e   
    (9) 

( , )  | |i jr i j x x 
      (10) 

where r(i, j) denotes the distance between fireflies i and j, 
γ denotes the light absorption coefficient. Suppose firefly j 
is brighter than firefly I of the input image, then firefly i will 
move to a new location as 

2( )
0( 1) ( ) ( )r

i i j ix t x t e x x    
   (11) 
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When the value of r (distance between two fireflies) is 
small/large, the firefly will move a large/small distance 
which will affect the computation time of this algorithm. As 
the swarm of agent i moves towards the swarm of agent j, 
the position of agent i is changed from binary number to a 
real number. So this real number must be replaced by binary 
number. The following sigmoid function restricts the 
interval to be zero to one [37]. 

1
( )

1 ihih x
S x

e
    (12) 

where ( )ihS x  denotes the probability of bit ihx taking 1. 

The most important point in an optimization process is to 
define the target function that is to be minimized or 
maximized which is said to be fitness. The fitness value 
shows the effectiveness of position reached by the swarm of 
agent. Taking into account of irrelevant and relevant images, 
the weight cost function [43] defined by Eq.13 expresses the 
fitness associated to the solution space found by the swarm 
of fireflies. 

1

1

1 1
( ) ( ; )

1
( ; )

rel

irr

N
k k k

n n r Nk
r k krel

n ik
rirr

A Dist A x
N

Dist A x
N





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

      (13) 

where k
ix ; i = 1,…, k

irrN  and k
rx ; r = 1,…, k

relN  are the 

images in the irrelevant and relevant image subsets, 
respectively. The computation of Dist(.) is same as 
calculated at the previous step. The lower the fitness value, 
better the positions reached by the firefly which is nearest to 
the relevant images and far from irrelevant images. Based 
on the fitness value, it is possible for the fireflies to re-order 
to get new ranking. Thus based on swarm intelligence, the 
FA finds the global optima of objective function by 
investigating the foraging behavior of fireflies. 

        It is worth noting that it is possible to view the 
swarm agents as query points that will explore the D-
dimensional search space, which is made of image features 
(f = 1,2,…..,D)with its light intensity. After the two phase of 
firefly algorithm at first iteration, updating process is done 
consequently at further iteration. The value of objective 
function, attractiveness and movement of firefly towards 
other firefly are recalculated according to (8), (9) and (11) 
respectively where new relevant images are chosen by the 
user. Thereby the firefly moves towards the new area in the 
feature space where the new relevant images may be found, 
after every user feedback.  

       In fact, the swarm agent moves in a continuous 
fashion inside the solution space, while the images of the 
database are in discrete and fixed set of points. Hence, 
further operation is needed to complete a single iteration.  
The first swarm agents ranked according to (13) are placed 
at “correct position” in the solution space, which is to be 
associated to the nearest images in the database according to 
(1). Thus a new set of images are obtained which is then 
shown to the user. If the swarm of fireflies points to the 
irrelevant image which is already classified or more than 
one swarm of firefly points to the same image, those images 
are discarded and the next nearest images are considered 
until different MFB set of images are collected by the user. 

After the user feedback, the process of feature re-weighting 
and firefly updating is iterated. The above process ends, 
when the user verifies one of the following conditions: 1) 
the result of search satisfies user 2) the relevant number of 
images targeted are achieved or 3) when it reaches 
predefined number of iteration. All the relevant images are 
presented to the user, after the process ends. 
 

IV.   EXPERIMENTAL RESULTS 
 

A. Experimental Setup  
In our experiments, we used the Corel database covering 

a wide range of semantic categories from natural scenes to 
artificial objects. The dataset is partitioned into 10 
categories, including Butterfly, buildings, hills, flowers, 
earth, sky, trees, boats, birds, statue, horses, and elephants, 
etc., and each category is represented by 250 images, for a 
total of 2500 images. All the experiments were implemented 
in Matlab, running on a personal computer with Intel Dual 
Core 3GHZ processor and 4 GB RAM. To analyze the 
effectiveness of our proposed approach precision, recall, F-
Measure, true positive and false positive are used to measure 
the related experimental evaluations.  
 
B. Visual Signature 

As usual, the computation of the feature vector is online 
for the query image and offline for the database image. The 
feature vectors of database images are stored in a database 
for run time access. The visual signature of each image is 
composed of four different feature vectors. The first one is 
32-bin color histogram calculated in the HSV color space, 
the second one is 9-bin color moments [21] extracted from 
HSV color space, the third one is 8-bin edge direction 
histogram [22] is obtained from the edge map of an image 
and the forth one is 18-wavelet texture energy values [48]. 

The sum of all these 67- dimensional feature vectors is 
used to describe an overall image. 

 
C. Parameter setting 

The swarm of fireflies is randomly initialized in the 
solution space. The parameter values used in this paper are  

Number of fireflies (F) =18 
Light absorption co-efficient (γ) =1 
Attractiveness (β) =1 
Number of generation (I) = 110  
        The same parameter values are suggested by Yang 

X. S. [47] for most of the applications. After the fireflies are 
randomly distributed in the feature space, the parameter 
value of β strongly determines the firefly positions which 
are neighborhood to the brightest firefly. This is equivalent 
to the co-operative local search scheme. The value of light 
absorption co-efficient γ=1 determines the value of light 
intensity as the distance increases from the communicated 
firefly which results in the complete random search. 

The number of function evaluation [36] computed in the 
firefly algorithm can be found as follows: Let F be the initial 
population size and I be the maximum number of 
generation. Then, the number of function evaluations for 

each iteration is
( 1)

2

F F 
  and the total number of function 
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evaluations is
( 1)

*
2

F F
I


. In this paper, the maximum 

number of generation used is 110. Therefore, in one 
simulation run, the number of function evaluation (with 
F=18 and I=110) generated is 16830. The results of the 
proposed approach and the comparison results are tabulated. 
Thus, it is inferred from the Table II, III, IV the proposed 
method shows higher performance when compare to PSO 
and GA.  

 
Table I. Retrieval precision values of the proposed approach 

 
Precision values 

Iteration 
 
Category 

#1 #2 #3 #4 #5 #6 #7 #8

Butterfly 6.86 46.69 51.82 53.17 
 
65.85  69.33 79.09 97.43 

Building 7.49 31.92 32.41 40.38 68.37 69.95 91.16 98.18 

Hills 7.11 39.45 40.34 44.5 48.32 49.3 56.84 78.12 

Flowers 6.6 21.26 29.34 32.8 57.08 62.21 74.3 90.25 

Earth 7.33 20.62 28.21 77.303 79.83 80.28 92.44 91.42 

Sky 7.17 36.68 58.07 62.77 70.04 73.16 85.6 98.56 

Tree 6.509 12.01 32.29 42.8 45.88 55.92 54.99 90.17 

Boat 7.36 29.56 34.34 41.72 61.2 66.05 92.47 94.902 

Bird 7.52 11.31 23.78 30.26 40.86 69.66 91.28 99.42 

Statue 6.93 23.9 42.21 60.69 60.25 64.01 68.67 74.91 

 
 
Table II. Average performance of GA+RF Image retrieval 

 
GA+RF 

Category P(%) R(%) F1(%) Tp(%) Fp(%) 
Butterfly 78.27 58.66 33.07 25.22 57.17 
Buildings 27.66 25.93 12.88 36.88 98.63 

Hills 78.57 21.90 16.46 29.87 69.85 
Flowers 78.97 62.21 34.21 23.14 44.59 

Earth 78.87 80.53 39.27 56.61 6.69 
Sky 78.37 80.27 39.20 62.13 79.28 
Tree 78.57 53.84 51.45 67.97 19.18 
Boat 27.96 67.50 19.03 25.83 67.34 
Bird 78.07 91.43 41.75 31.59 20.63 

Statue 78.17 10.38 9.93 51.21 26.65 

 
 
Table III. Average performance of PSO+RF  
 

PSO+RF 

Category P(%) R(%) F1(%) Tp(%) Fp(%) 

Butterfly 79.10 16.21 12.73 80.80 5.2 

Buildings 78.49 37.76 24.93 92.91 30.97 

Hills 75.60 78.09 37.67 46.26 27.42 

Flowers 78.75 56.05 32.23 93.96 36.93 

Earth 76.75 11.69 9.36 53.81 49.94 

Sky 59.54 11.59 8.96 65.04 50.47 

Tree 79.11 95.56 42.77 0.63 35.77 

Boat 78.79 78.46 38.81 64.83 64.53 

Bird 79.11 2.23 1.21 67.34 99.79 

Statue 67.2 4.23 3.08 92.76 40.52 
 

Table IV. Average performance of proposed method 
 

Proposed approach 

Category P(%) R(%) F1 (%) Tp(%) Fp(%) 

Butterfly 90.83 0.28 0.560 99.81 0.057 

Buildings 95.39 0.02 0.041 99.97 0.057 

Hills 93.61 0.63 1.251 99.47 0.055 

Flowers 91.63 0.66 1.312 99.43 0.055 

Earth 99.73 0.73 1.449 99.37 0.056 

Sky 94.27 1.25 2.466 98.85 0.055 

Tree 95.92 100 96.86 98.85 0.056 

Boat 92.26 0.15 0.31 99.84 0.055 

Bird 98.95 0.60 1.206 99.49 0.056 

Statue 96.57 0.73 1.44 99.37 0.056 

 
V.   CONCLUSION AND FUTURE WORK 

 
This paper has presented the Firefly based content based 

image retrieval optimization. The CBIR system has been 
implemented with the relevance feedback mechanism and 
for the optimization the objective function for the firefly has 
been designed with image color parameters and texture 
parameters. According to the performance with respect to 
the image precision, firefly has a deeper precision accuracy 
than the PSO and GA method optimization. Hence, it is 
highly efficient, robust and highly rapid for image accuracy 
based application.  

The future research work focuses on improving the 
retrieval quality by using region based image retrieval and 
Indexing technique based on the FATT structure. User’s 
query log data can be integrated into the proposed work to 
further increase the retrieval quality. This proposed work 
can also be used for other multimedia retrieval or 
multimedia recommendation. 
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