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Abstract---In this paper, we have presented some results on 
undergraduate student retention using signal processing 
techniques for classification of the student data. The experiments 
revealed that the main factor that influences student retention in 
the Historically Black Colleges and Universities (HBCU) is the 
cumulative grade point average (GPA). The linear smoothing of 
the data helped remove the noise spikes in data thereby 
improving the retention results. The data is decomposed into 
Haar coefficients that helped accurate classification. The results 
showed that the HBCU undergraduate student retention 
corresponds to an average GPA of 2.8597 and the difference of -
0.023307. Using this approach, we obtained more accurate 
retention results on training data. 

 
Index Terms---Haar Transform, Linear Smoothing, Machine 

Learning, Signal Processing, Student Retention 

 
I. INTRODUCTION 

  this paper we study the HBCU undergraduate student 
retention using signal processing techniques to obtain 
the HBCU undergraduate student retention criterion for 

average GPA [20]-[23].  
We started collecting data from the HBCU Fall 2006 full-

time and first-time undergraduate students. We tracked these 
students’ records in the following six years from Fall 2006 to 
Fall 2011. The data was queried from the Campus Solution 
database. The six-year training data set size is 771 instances 
with two attributes shown in Table I. The HBCU 
undergraduate six years retention rate 44.9% was derived from 
the six-year training data set [5]. The HBCU six-year training 
data set numeric attributes and statistics are shown in Table II 
[21]. 

We classified the data under two groups – “Retention” – 
students who were retained in the HBCU and “No Retention” 
– students who were not retained in the HBCU [1]-[19].  

 
TABLE I 

LIST OF DATA SET ATTRIBUTES 
Number Name Description Type 

1 GPA 
The last cumulative GPA while 

student enrolled 
Number 

2 Retention 
If student graduated or enrolled in Fall 

2011 then yes, else no 
Text 
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TABLE II 
TRAINING DATA SET NUMERIC ATTRIBUTES 

Naive Bayes No Retention  Retention  
Attribute 

Name 
Mean Std. Dev. Mean Std. Dev. 

GPA 1.9371 ±0.8913 2.8864 ±0.4276 

 
The most basic wavelet transform is the Haar transform 

described by Alfred Haar in 1910. It serves as the prototypical 
wavelet transform. We will describe the (discrete) Haar 
transform, as it encapsulates the basic concepts of wavelet 
transforms used today. We will also see its limitation, which 
the newer wavelet transform (in 1998 by Ingrid Daubechies) 
resolves [23]. 

The algorithm to calculate the Haar transform of an array of 
n (number of years) samples is below [23]:  

1. Treat the array as n/2 pairs called (a, b) 
2. Calculate (a + b) / sqrt(2) for each pair, these values 

will be the first half of the output array. 
3. Calculate (a - b) / sqrt(2) for each pair, these values 

will be the second half. 
4. Repeat the process on the first half of the array. 

(the array length should be a power of two) 
 
First, we pre-processed the student data, added missing 

data, and grouped the student data into two files. They are 
retention and no-retention files. 

Second, we applied linear smoothing to the discrete GPA 
signals for removing noise. 

Finally, we applied Haar transform to the GPA data, and 
calculated the average and difference from the retention data, 
and discussed the average GPA for the HBCU undergraduate 
student retention. The framework of the study is shown as 
Figure 1. 

 

 
Fig. 1. The framework for the study 
  
In the following sections, we describe the methodology and 

algorithms. 
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II. METHODOLOGY 

A. Student Data 
 Retention Student Data 

The retention student data are shown in Figure 2 as star. 
The data are concentrative distributed. 

 

 

Fig. 2. Retention student data 
 

 No-retention Student Data 
No-retention student data are shown in Figure 3 as star. The 

data are not concentrative distributed. 
 

 

Fig. 3. No-retention student data 
 

B. Linear Smoothing Retention GPA Data 
We applied linear smoothing to the retention GPA data. The 

linear smoothing is applied as shown below. 
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Where 321 ,, xxx … are the original GPA data, and 

31 ,,
2

yyy … are the new GPA data. 

The new retention student data are shown in Figure 4 as 
star. Compared the smoothing retention data to the original 
data (Figure 2), we can see the lowest and highest values are 
removed, and six years data have been smoothed into three 
periods (four data points).  

 

 

 
Fig. 4. Linear smoothing retention discrete GPA data 
 

C. Linear Smoothing No-retention GPA Data 
We have used the same algorithms for no-retention data for 

smoothing and compared the results with the original data 
(Figure 3). We can see the lowest and highest values are 
removed, and six years data have been smoothed into three 
periods (four data points). 

The no-retention data dimension is bigger than retention 
data, and the no-retention linear smoothing graph is shown in 
Figure 5 as star. 
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Fig. 5. Linear smoothing no-retention data 
 
 
 

D. Wavelet Transform 
After the retention data have been smoothed by linear 

filters, we used Haar transform processing. Haar transform’s 
decompositions can be written as below [23]. 
 

)12(*5.0)2(*5.0)(
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nynynd

nynync
                                 (2)  

Where c(n) is average of the pairs of data, and d(n) is their 
differences. 
  
 

1. The First Level Decomposition 
We have used the Haar algorithm as given in equation 2 to 

smooth the data. The first level decomposition of the average 
GPA is shown as star in Figure 6. 
 

We have used the Haar algorithm as given in equation 2 to 
smooth the data. The first level decomposition of the 
difference GPA is shown as rhombus in Figure 7. 
 
 
 
 
 

 

 
Fig. 6. Haar average 1 
 
 

 

 
Fig. 7. Haar difference 1 
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2. The Second Level Decomposition 
We again have applied the Haar transform to the first level 

decomposition of retention data, and the second level 
decomposition retention average, and difference. The results 
are shown below. 

The average points are shown as star on the top, and the 
difference points are shown as rhombus on the bottom in 
Figure 8. 

 

 

 
Fig. 8. Haar average and difference 2 
 

3. The Retention Data Representation 
The retention data Haar processes are shown in Figure 9. 

 

 
Fig. 9. The Haar retention processes 
 

Where )(1 nd  is the first level decomposition GPA 

difference, )(2 nd  is the second level decomposition GPA 

difference, and )(
2

nc  is the second level decomposition GPA 

average, and the retention representation is shown in Figure 
10. The average points are shown as star on the top, and the 
difference points are shown as rhombus on the bottom [23]. 
 
 
 
 

 

 
Fig. 10. The Haar retention representation 
 

III. RESULTS 
By using the results from the second level Haar transform 

over the entire student population, we computed the average 
GPA and the difference for retention students. 

In Figure 11, the average point is shown as star on the top, 
and the difference point is shown as rhombus on the bottom. 
 

 

 
Fig. 11. The average GPA and difference 
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We tested the Haar average retention GPA using test data 
set (the HBCU Fall 2007 to Fall 2012 student test data set with 
820 instances) and compared the results to Naïve Bayes mean 
value. The results are given in Table III. Haar based 
classification is better than Naïve Bayes. 
 

TABLE III 
TESTED RESULTS 

 Average GPA Retention Accuracy (%) 

Naïve Bayes 2.8864 74.8 
Haar 2.8597 75.6 

 
 

IV. CONCLUSIONS 
Smoothing the data removed the highest and lowest GPA 

values for both of retention and no-retention data. The 
algorithm filtered out the noise and made the data more pure.  

From the Haar transform’s results, we can say that the 
average GPA for the HBCU undergraduate student retention 
should be 2.8597, and the average difference should be -
0.023307.  
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