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Abstract – There is a need for multi-agent system designers
in determining the quality of systems in the earliest phases of
the development process.  The architectures of the agents are
also part of the design of these systems, and therefore also need
to have their quality  evaluated.  Motivated by the important
role  that  emotions  play  in  our  daily  lives,  embodied  agents
researchers have aimed to create agents capable of producing
affective  and natural  interaction with  users  that  produces  a
beneficial  or  desirable  result.  For  this,  several  studies
proposing architectures of agents with emotions arose without
the accompaniment of appropriate methods for the assessment
of these architectures. The objective of this study is to propose
a methodology for evaluating emotional agents’ architectures,
which  evaluates  the  quality’s  attributes  of  the  design  of
architectures,  besides  to  evaluation  of  human-computer
interaction, the effects on the subjective experience of users of
applications  that  implement  it.  In  assessing  the  quality  of
architectural design, the attributes assessed were: extensibility,
modularity and complexity.  In assessing the effects on users'
subjective experience, which involves the implementation of the
architectures  in  applications,  and  we  suggest  the  domain  of
computer games, metrics chosen were: enjoyment, felt support,
warm, caring,  trust,  cooperation,  intelligence, interestingness,
naturalness  of  emotional  reactions,  believability,  reducing  of
frustration,  likeability,  and  the  average  time  and  average
attempts. We have experimented our approach and evaluated
five emotional  agents’ architectures:  BDIE,  DETT,  Camurri-
Coglio, EBDI and Emotional-BDI.

Index  Terms –  architecture  evaluation,  emotional  agents,
human-computer  interaction,  multi-agents  systems,  quality
metrics.

I. INTRODUCTION

osalind [1] defined Affective Computing expression as
"computing  that  is  related  to,  arises  from,  or

deliberately influences emotions". Since then, studies have
been developed trying to provide machines and computers
with similar  emotional  skills  to human users,  such as  the
recognition of skills and emotional expression [2].

R

Moreover, emotions are considered key elements for more
effective human computer interaction (HCI), "machines may
never  need  all  of  the  emotional  skills  that  people  need;
however, there is evidence that machines will require at least
some of these skills to appear intelligent when interacting
with people" [3]. 
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Thus,  following the  pioneering  work  of  Bates  [4] and
Picard [1], agents that exhibit human emotions now become
a common subject for both industrial and academic research
circles [6], for example, Oz Project [4], Comic Chat [7], and
Virtual Theater [8], and the humanoid robot Kismet [9].

According to Padgham and Taylor  [10], there are many
reasons to incorporate emotions in agents, one of them being
that  emotions  can  make  most  engaging  and  believable
agents.  Wehrle  [11] also  offered  some  motivations  for
modeling emotions in agents: (i)  as a way to improve our
knowledge about the nature of emotion and its implications;
(ii) in the field of engineering, observing the performance
criterion,  to  build  good  artifacts  to  specific  tasks;  (iii)  in
human computer interaction, taking into account acceptance
issues,  performance  and  usability,  the  use  of  agents  with
emotions  to  improve  the  interaction  of  people  with
computers.

In general, the reason to analyze software architecture is
to learn about the system that is to be implemented, and thus
have the benefits of a clear and universally defined semantic
on the  descriptions of  the  software  architecture.  Another
reason is the architecture has a great impact on the quality of
a software system, and so it is important to be able to make
informed decisions about such architecture in a number of
situations [12].  In large software systems, software  quality
attributes such as performance,  security and changeability
depend not only on the code level practices,  but  also the
software architecture as a whole [13].

According  to  García-Magariño  et al.  [14],  projects  of
multi-agent systems (MAS)  also lack adequate systems to
determine their quality at early stages of the development
process.  Likewise,  in  the  area of emotional  agents’
architectures,  we  still  can  observe  the  lack of studies  to
provide results  of  experiments,  and  especially a  specific
methodology to  evaluate  agents’ architectures with
emotions,  which  considers at  least  two  points: quality
criteria and the effects of user interaction with the emotional
agent.

Therefore, given these needs for determining the quality
of  agents’  architectures  in  the  early  stages  of  the
development  of  applications,  and  given  studies  on  the
impact of emotional agents on human computer interaction,
this work aimed to propose an assessment methodology over
architecture of agents with emotions that supports all these
needs. The methodology is based on a well-defined metrics
model,  from  the  definition  of  objectives,  which  are  to
evaluate the quality attributes of architectures and the effects
of user interaction with the emotional agents.

In  next  sections,  we  will  review  some  theories  and
architectures about emotional agents, will discuss methods
for  measuring  agents'  architectures,  present  our  proposed
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methodology  in  assessing  emotional  agents'  architectures,
and finally discuss our results.

II. EMOTIONAL AGENTS

When we incorporate emotions in agents, we can make
them most engaging  and believable,  so  they  can  better
perform in various interactive systems involving simulation,
as in entertainment applications, education and training [10].

According Padgham and Taylor [10], emotions can affect
the goals of an agent, and consequently affect your actions,
and goals can also affect emotional states. However, for the
agents "experiment"  some emotion,  it  is necessary that its
designers give  them  some  mechanism or subsystem for
processing these emotions, which has usually been done by
choosing an  emotional model among various structural
emotions theories [15]-[17],  such  as Ortony et al.  [18],
known  as  OCC model,  which has  been  experienced in
agents' architectures with emotions [19].

There  are  another  studies attempting  to match various
other  emotional theories, such  as  Cathexis system  [20]
which seeks to identify and create explicit models for six
different families of emotions. Despite all of this, there is
still no clear definition of which model to use [17].

A. BDIE

The BDIE approach [16] was motivated by the need to
work  with human interaction robot and  the interest of
creating artificial agents for computer games, and its goal is
to capture the effects of emotions in a human mind and play
them in artificial agents.

The differences between BDI [21] and BDIE architectures
are  the  first  one  has  only three  data  repositories:  beliefs,
desires and intentions, and three data processing algorithms:
perceptual  process,  desire generator,  and the planning and
execution  algorithm.  The  BDIE  architecture  has  new
modules  containing  both  data  repositories  and  processes:
perceptual, motivational, behavioral and emotional systems,
where  all  have  inter-dependencies  among  them,  and  we
highlight  the  emotional  system,  which  maintains  the
affective state of the agent, and works with three levels of
emotions: primary emotions, secondary and tertiary.

B. EBDI

The  EBDI  architecture  proposed  by  Jiang  et  al.  [22]
separates  the  practical  reasoning  of  the  specific  emotion
mechanism, extends the traditional BDI architecture and is
influenced  by  primary  and  secondary  emotions  in  the
decision-making process. 

Comparing the  traditional  BDI architecture with EBDI,
the  last  has  four  modules:  emotion,  beliefs,  desires,  and
intentions,  in contrary the first  has  only the last  three.  In
EBDI, beliefs are influenced by both the environment and
the emotional situation. In addition, it were added methods
that allow acquire beliefs not only of perceptual form, but
also through communication and contemplation, which is a
reconsideration of beliefs based on the current situation of
the emotions and intentions. So,  EBDI architecture can be
summarized  as  a  loop  of  a  BDI agent  that  manages  and
integrates emotions.

C. DETT

Observing  emotions  as  essential  to  human  behavior,
considering  them  as  important  as  rational  analysis  in
stressful  situations  such  as  combat,  Parunak  et  al.  [19]

proposed a model of emotions for situated agents using as a
guide the OCC model [18], they called DETT (Disposition,
Emotion, Trigger, Tendency). That architecture captures the
essential aspects of the OCC emotions model, was designed
for situated agents, and handles your emotions as triggered
by perception, instead of being purely a result of the internal
reasoning.

The DETT architecture also adds a new component, the
Disposition which, as well as the desires, is persistent and
have a mapping with the Emotions.  Disposition modulates
Appraisal to determine the extent to which a given belief
triggers  the  corresponding  emotion.  Emotion in  turn
modulates  the  analysis  to  impose  a  trend  the  resulting
intention.  We  highlight  the  Perception process,  which
updates  Beliefs and is based on a pheromone infrastructure
[23], which are spread spatially and evaporate over time.

D. Emotional BDI

Pereira et al. [24] also proposed an extension of the BDI
architecture  by  adding  emotions,  which  incorporates  an
accurate  model  of  practical  reasoning  [25] through  the
interconnection of the mechanisms that are responsible for
managing the emotional state, resources and capabilities of
the agent, and all the mechanisms that make up the classic
BDI architecture.

According  to  Pereira  et  al.,  the  Emotional-BDI
architecture  solves  three  problems  encountered  in  the
original BDI. First, it solves the lack of information about
the limits of resources,  using the concepts of  Capabilities
and  Resources,  called  Effective, introduced to the original
BDI by Padgham and Lambrix [26]. Second, the problem of
time for reconsideration of the environment, using Sensing
and Perception Module. The last problem, the lack of other
human mental states, that despite the fact that mental state,
was addressed with the Emotional State Manager, which is
responsible  for  controlling  the  use  of  all  Resources and
Capabilities.

E. Camurri-Coglio

Camurri and Coglio [27] suggested an agent architecture
with emotional state, which interacts with the outside world,
receiving  input  stimuli  and  sending  headed  back.  His
emotional  state  is  developed  over  time,  influences  the
output, and its evolution responds to inputs and the upgrade
process  is  flexible  and  not  restricted  to  a  single  stream
possible implementation.

In  their  architecture,  there  are  the  concepts  of  buffer
among  components,  data  repositories,  and  flow  of
information among components, that acting as producers or
consumers of data. We can observe five main components:
Input, Rational, Emotional, Reactive, and Output, where the
input  has  the  responsibility  to  provide  the  sensors,
processing  the  input  data  and  distribute  them  to  the
Reactive, Emotional and Rational components. According to
the  authors,  this  input  component,  to  have  all  these
functions,  needs  to  be  built  with  various  modules  each
responsible for a certain type of processing.

III. METHODS FOR MEASUING AGENTS'
ARCHITECTURES

In  this  section  we  will  discuss  various  approaches
regarding  the  evaluation  of  agents'  architectures,  starting
with  the  evaluation  methods,  then  describing  metrics
adopted  in  the  evaluation  of  other  architectures  of  multi-
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agent  systems  and  agents,  and  finally  discussing  specific
studies on the evaluation of agents with emotions.

A. Analytical and Experimental Evaluation Methods 

Hayes-Roth  [28] presented several goals and issues that
we want to address with an evaluation of integrated agent
architecture.  She  ranked  formal  evaluation  methods  to
address  these  questions  and  similar  others  in  two  main
categories: analytical methods and experimental methods.

Regarding the analytical category, Hayes-Roth discussed
the  mathematical  evaluation  methods,  that  provide  the
advantages of having a mathematical certainty but also has
drawbacks  that  is  the  complexity  of  the  systems  being
analyzed,  which  can  lead  to  intractable  mathematical
models.  Finally,  she  concludes  that  formal  methods often
must be supplemented by other techniques.

On  the  other  category,  the  experimental  evaluation
method measures  the  properties  of  particular  instances  of
runs of experiments in particular IA systems, and in the end
the  results  are  used  as  evidence  for  or  against  certain
conclusions, using inductive inference of general relations
between  the  IA design  concepts  and  the  performance  of
observations-based  systems.  The  goal  is  to  find  general
relations  which  can  be  expected  always  when  the
appropriate conditions are maintained.

B. Evaluation of Agents' Architectures

About the quality of agents' architecture, Hexmoor  [29]
reported that  the comparison of  features  and architectures
attributes  are  futile  because  they  are  domain  dependent.
Thus,  he  emphasizes  the  empirical  assessments  of
architectures  on their  own qualities,  besides  the  utility of
developing domain independent metrics such as the measure
of the number of missed opportunities due to slowness of
agents'  reactions,  the  impact  of  intentionality  on  the
opportunities, autonomy, robustness and fault tolerance.

The  metrics  used  by  Hexmoor  did  not  apply  to  this
project  since  his  assumption  about  the  constancy  of
appearance  rate  of  opportunities  and  reaction  time,  we
believe those are also domain dependent.  In  addition,  his
other  metrics  require  interactions  among  agents,  which
involve  coordination,  cooperation  and  communication
issues, and also do not apply to our methodology, because
we do not address these issues.

On the  other  hand,  in  the  field  of  formal  assessments,
Alechina and Logan  [30] argued that  despite the informal
descriptions  are  useful,  but  they  can  be  difficult  to  be
confirmed when trying to determine whether a given system
has  a  particular  property  as  a  result  of  its  architecture.
Alechina and Logan further explained the classification of
agents' architectures by specifying both sets of concepts or
possible  states  (beliefs,  goals,  emotions)  and  skills  or
possible transitions (actions, perceptions, learning, planning)
carried  out  by  the  system.  Using  a  logical  called
SimpleAPL, Alechina et al.  [31] presented a formal agents'
architectures  assessment  methodology,  which  consists  in
defining  a  set  of  transition  systems  corresponding  to  an
architecture of interest, and check the properties of this set
of transition systems. 

Rose  et  al.  [32] reported  an  agent  architecture  that
incorporates  social  and  philosophical  layers,  whose
evaluation  in  test  scenarios,  allowed  them  to  make
comparisons  between  the  performances  of  agents'
architectures  with  different  combinations  and  orders  of

precedence of philosophical principles.
Other metrics of architectures evaluation were presented

by  Lee  et  al.  [33],  who  identified  them  to  measure  the
attributes that characterize the quality of systems based on
agents.  These  quality  metrics  are  useful  to  analyze  the
quality of  system's  characteristics  based on agents  where.
Just as most Hexmoor's metrics [29], metrics used by Lee et
al.  evaluate  attributes  associated  with  interactions  among
agents, which are outside the scope of this research.

On evaluation of SMA architectures, García-Magariño et
al.  [14] proposed  a  suite  of  metrics  to  measure  certain
quality attributes  of these systems,  considering the agents
and  their  organization.  Most  metrics  were  inspired  by
object-oriented metrics [34], and also in addressing factors-
criteria-metrics of  McCall  et  al.  [35],  so  that  had  to  be
adapted to the agents oriented concepts. The suite aims to
evaluate  the  quality  of  architectures  following  attributes:
extensibility, modularity and complexity.

Dobrica et al.  [36] showed in their research eight of the
most  representative  methods  of  software  architecture
analysis, the IEEE Std standard. 1061 [37] presents a list of
examples  of  these  attributes  (quality  factors),  and  the
research of García-Magariño et al. [14] is a good example of
application  of  quality  factors  in  the  evaluation  of
architectures of multi-agent systems.

In  particular,  the  method  was  tested  by  Woods  and
Barbacci  [13] in agent-based systems. This method focuses
on  finding  points  of  trade-off  (advantages  and
disadvantages)  in  architecture  from  the  perspective  of
product  quality  requirements  [12].  The  method  entries
consist  of  a  system  architecture  and  perspectives  of
stakeholders  involved  in  that  system.  The  output  is  an
understanding of what architectural decisions will be used to
achieve the specific qualities goals and the implications of
these decisions.

The  SAEM  method  has  a  distinction  as  comparing  to
other methods, which is the adopted evaluation technique:
metrics  and  the  GQM  paradigm  [38].  The  metrics  are
considered by domain experts as a more accurate method for
the assessment  of  attributes  in  terms of  architecture  [39]-
[40].

Dobrica  et  al.  [36] considers  the  GQM  as  a  good
technique to create new metrics from a certain sequence of
reasoning, where the result of applying this paradigm is the
specification  of  a  measurement  system  with  a  target  set
specific questions and a set of rules for the interpretation of
measured data. This resulting measurement model has three
levels:  conceptual,  operational,  and  quantitative,  which
respectively refer to the objectives, questions and metrics.
The GQM paradigm was also adopted in this research.

C. Evaluation of Emotional Agents

Specifically for the architectures of agents with emotions,
aspects of appearance and behavior credibility are studied
and  measured,  discussed  the  taxonomy  of  conversation
agents in Isbister and Doyle [41]. This is the believability of
agents, in which agents provide an "illusion of life", and that
according to Isbister and Doyle can be evaluated by survey
technique,  useful  to  measure  the  satisfaction  of  a  certain
audience  about  the  "illusion  of  life"  of  the  behavior  of
agents. An example of this behavior is the  chatterbot  [42],
which has emotional component to improve the realism of
the conversation.

Many articles were published on aspects of the interaction

Proceedings of the World Congress on Engineering 2015 Vol I 
WCE 2015, July 1 - 3, 2015, London, U.K.

ISBN: 978-988-19253-4-3 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCE 2015



between emotional agents and users. Beale and Creed  [43]
gathered and reviewed the results of several studies on the
emotional agents affect users. They explored works focused
on  the  areas  of  education  and  learning,  video  games,
behavioral changes, and other collaboration.

Another study analyzed the collaboration area [44], which
tested the influence of the incorporation of a character, for
both  on  screen  and  in  robotic  form,  and  their  emotional
expressions.  In  the  experiment,  subjects  were  asked  to
complete  a  task  with  the  character  on  the  screen,  which
involved  negotiating value stamps.  The subjects  rated  the
agent on a number of variables, and it was concluded that
the inclusion of emotion had no significant impact on the
perceptions and behaviors of the subjects.

Note that  the embodiment  of the agent was not human
and consisted of  a  round face,  with a  line to the brow, a
single  large  eye,  and a line  for  the  mouth,  and  no initial
check  was  made to  see  if  the participants  recognized  the
expressions emotional.

The general conclusion of Beale and Creed was that the
results of research in all areas, are often inconclusive and
contradictory, as several studies highlight the potential of the
simulated  emotion  to  influence  users  in  various  ways,
sometimes better and sometimes difficult interactions with
agents. Nevertheless, the researchers emphasize that there is
no strong evidence to suggest that emotional agents hinder
interaction.

Based on the discussions of this review, Beale and Creed
also provided general guidelines for conducting research on
the  subject,  such  as:  (i)  always  validate  the  emotional
expressions;  (ii)  promote  a  fair  comparison  between
emotional  and non emotional agents;  (iii)  provide explicit
descriptions  of  the  emotional  expressions;  (iv)  provide
statistics  which  report  all  mean  values  and  standard
deviations; (v) pursue a more refined approach to study the
types of agents, in which types of domain, cause what kinds
of effects on attitudes of users.

From  this  survey  of  Beale  and  Creed,  from  their
comparative tables, taking only those studies of the highest
importance,  and  selecting  only  the  variables  that  showed
positive  results,  we  captured  twelve  metrics related  to
evaluate the influence of simulated emotions on subjective
experience of users. In the next section will be described all
the details about the selected metrics and issues that helped
answer.

IV. PROPOSAL OF METHODOLOGY FOR ASSESSING
EMOTIONAL AGENT ARCHITECTURES

Now we will explain the proposed methodology of this
work,  which  aims  to  address  the  problem  of  lack  of
methodologies  for  evaluating  emotional  agents'
architectures.  Thus,  about  the  two  research  methods
mentioned in the previous sections, the method which could
be chosen for this work was the experimental one, due to the
difficulties of the analytical  method raised by Hayes-Roth
[28] and confirmed by Wooldridge [45].

However, to drive the choice of the metrics, the use of the
GQM  paradigm  [38] has  been  very  useful,  from  the
definition of evaluation objectives, questions were derived,
and based on related works, we have chosen the necessary
metrics  to  achieve  the  answers  on  a  methodology  for
evaluating emotional agents' architectures.

A. Proposed Model

Using GQM approach and inspired in the researches of
García-Magariño et  al.  [14] and Beale and Creed  [43],  in
table  I we have summarized into three level the proposed
model of metrics for evaluating architectures, where we can
track the metrics, from the two evaluation goals, through the
four questions used to respond and determine whether goals
were achieved. In the first column of table I, we placed the
goals considered essential in the evaluation of an emotional
agents' architecture:

 assess the quality of architectural design;
 assess  the  human-computer  interaction  using  the

incorporation of agents.
In the second column, we write the questions that were

derived  from goals,  and  in  the  third  column,  the  metrics
responsible for answering each question of evaluation.

About  the  metrics  related  to  quality  attributes,  it  is
believed that are of great importance for being able to assess
the architectural aspects of the agents, before implementing
them. It is also believed that such metrics can help identify
architectural  problems  [14] and  still  rank  which
architectures have better quality attributes.

TABLE I. MEASUREMENT MODEL TO EVALUATE ARCHITECTURES OF AGENTS

WITH EMOTIONS

Conceptual Level
Goals

Operational Level
Questions

Quantitative Level
Metrics

(i) Evaluate the Quality
of Architectural Design 

What is the extensibility
level of architecture?

Cohesion and Coupling

What is the modularity
level of architecture?

Cohesion, Coupling,
Fan-in, Fan-out, 

What is the complexity
level of architecture?

Communications per
Module, Services per
Module, Components

per Module, Knowledge
per Module, and Size

(ii) Evaluate the
Human-computer
Interaction using

embodied emotional
agents

What is the influence
level of implemented
emotional agent on

subjective experience
of application users?

Cooperation,
Likeability, Felt
support, Warm,

Enjoyment, Trust,
Caring, Reducing of

frustration,
Intelligence,

Naturalness of
emotional reactions,

Believability, and
Interestingness

What is the influence
level of emotional

agent on performance
of application users?

Elapsed Time for user
win, and 

Necessary Attempts for
user win

Based on the survey conducted by Beale and Creed [43],
since there is much interest in research of embedded agents
[46]-[53],  and  the  potential  to  improve  human-computer
interaction (HCI) with agents remains uncertain [6], then we
defend  these  HCI  aspects  should  also  be  assessed  in  an
agent with emotions architecture. Thus, the metrics for the
second  objective  were  chosen  from  Beale  and  Creed
research, noting only the works considered highly relevant.

B. Evaluation Steps

We can summarize the methodology in two main steps
that are grouped around the two goals explained above for
evaluate the quality attributes and the effects of interaction
with emotional agents.
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IV.B.i. Quality Attributes Evaluation

Based  on  suite  of  metrics  and  equations  proposed  by
García-Magariño  et  al.  [14],  we must  solve equations (1)
and (2) in tables II, calculate metrics in table III, to get the
measurements of quality attributes. However, in this work,
variables of García-Magariño et al. had to be adapted to the
specific assessment of emotional agents' architectures, since
García-Magariño et al. evaluated SMA architectures. 

According  to  García-Magariño  et  al.,  the  metrics  for
extensibility help  verify  whether  the  architectures  are
designed  to  include  hooks  and  mechanisms to  expand or
improve them with new skills without having to make major
changes in its infrastructure. That metric is closely related to
the concepts of modules and components.

For  the  modularity,  whose  metric  help  verify  whether
modules can be separated from one another and recombined
without great  cost,  beyond metrics  cohesion and  coupling
shared with  extensibility, also apply the  fan-in and  fan-out
metrics, respectively measuring the number of arrivals and
outputs dependencies of a module.

TABLE II. METRICS, EQUATIONS AND VARIABLES FOR QUALITY ATTRIBUTES.
GARCÍA-MAGARIÑO ET AL., 2010

Metrics Definition Equations Variables

Cha

Architecture
Cohesion

Average
cohesion of

each module of
an architecture

{
DepComp If 

NC >= 2MaxDepComp
1 If 

NC = 1
(1)

DepComp =
Count of internal
dependencies per

module.
MaxDepComp =

max count of
possible

dependencies:

NC = count of
components per

module

Cp
Architecture

Coupling

The real count
of external

dependencies
divided by the

count of
possible
external

dependencies

{
DepMod If

N >= 2MaxDepMod

1
If 

N = 1
(2)

DepMod = Count
of dependencies
among modules.
MaxDepMod =
Max count of
dependencies

among modules:

N = count of
architecture
components.

TABLE III. OTHER METRICS FOR QUALITY ATTRIBUTES. GARCÍA-MAGARIÑO

ET AL., 2010
Metric Title Definition

Fi Fan-in Count of incoming communication
dependencies per module

Fo Fan-out Count of outgoing communication
dependencies per module

ACmM Average
communication per

module

Count of communication protocols
divided by the number of modules 

ASM Service average per
module

Count of service divided by the
number of modules 

AKM Average Knowledge
Elements per module

Count of architectural components
divided by the number of modules 

ACM Average components
per module

Count of knowledge elements divided
by the number of modules

Sz Size Count of model elements for each type
of component 

Noting  that  the  only common module  in  all  emotional
agents' architectures is the module related to the processing

or evaluation of emotions ([21],  [19],  [22],  [24],  [27]), and
there is a tendency among researchers that the architecture
should allow the combination of various theories of emotion
in the reasoning process of agents, therefore fan-in and fan-
out metrics will be analyzed only for the emotional module.
Thus,  we allow to be  investigated  whether  the  emotional
module  is  responsible  for  the  high  coupling,  and
consequently  the  cause  of  low  modularity  of  the
architecture.

For the complexity, which measures the responsiveness of
architecture,  has  several  metrics  that  involve relationships
among  architectural  elements,  the  amounts  module  of
elements  (e.g.  knowledge  elements,  components  and
instances),  and  the  total  amount  of  elements  (e.g.  size).
From  the  original  list  of  metrics,  about  the  complexity
advocated by García-Magariño et al.  [14], the only one not
applied to this research was the  average of  instances per
module.

Therefore, the evaluation of quality attributes is achieved
as follows:
 Analysis of architectural models: an initial analysis

of  the  architecture  on  its  models  and  diagrams,  to
identify  and  count  all  modules,  components,
communications  among  modules,  architecture
services, and knowledge elements;

 Evaluate  the  extensibility:  for  each  architecture,
calculate Ch

a and Cp , solve equations (1) and (2);

 Evaluate  the  modularity:  for  each  architecture,
calculate Ch

a and Cp ,  solve equations (1) and (2),

and also calculate Fi and;
 Evaluate  the  complexity:  for  each  architecture,

calculate ACmM , ASM , AKM , ACM and Sz ;
 Sort  architectures:  in  order  to  compare  the

architectures  using  calculated  metrics  above,  we
should calculate the arithmetic mean for all metrics,
and then sort architectures by their relative position
to the mean;

 Quality  attributes  analysis:  to  compare  all
architectures  and  discover  what  has  the  best
architectural  design,  we  made  a  variation  of  the
method García-Magariño et al. [14], and we assign to
each architecture a quantity of "+" or "-", the more an
architecture  moves  away,  above  or  below
respectively, the arithmetical mean calculated above.

When sorting architectures, horizontal bar charts are very
useful  to  make  the  comparison,  putting  the  names  of
architectures as the ordinate and the calculated metric values
on the abscissa.  The values  of  the ordinate can be sorted
considering  the  architecture  position  relatively  to  the
average. It should make a chart for each metric. This makes
it easier to see for example what architecture has the highest
cohesion, or the lowest coupling. 

Finally, for each architecture, we must count all the "+"
made in the score, subtracting that sum all the "-" that have
also won. The final number that algebraic operation is the
overall  rating  as  the  level  of  quality  of  the  architectural
design  of  architectures.  Thus,  now  it  is  possible  to
objectively point out which of emotional agents' architecture
has  the  best  architectural  design  in  terms  of  quality
attributes.
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IV.B.ii. Computer-Human Interaction Evaluation

On  the  other  hand,  the  second  moment  of  assessment
aims  to  clarify  the  second  goal's  questions,  which  is  to
assess  the  human-computer  interaction  using  embodied
emotional  agents.  In  this  case,  we  must  perform specific
steps  with  suitable  procedures  for  this  type  of  evaluation
that, in our methodology, were based on general guidelines
of Beale and Creed [43].

This  evaluation  involves  implementing  an  application
with the agents of architectures that are being assessed, and
the  participation  of  people  in  experiments,  who  will  be
consulted about their subjective experience after interacting
with the application. In the end, based on the collected data,
we can compare the architectures of agents with emotions in
relation to human-computer interaction process.

Therefore,  the  evaluation  of  the  human-computer
evaluation is performed as follows:
 Design applications:  (i)  first  choose a domain, we

suggest  the  games  because  the  richness  and
complexity of the characters of the current games, in
[43] we  can  find  other  options;  (ii)  use  specific
methodology and development platform for  agents,
we  suggest  the  Prometheus  [54] and  JADEX  [55]
respectively; (iii) define the "emotional expressions",
that  the  embodied  agent  will  use;  (iv)   finally,
implement  one  application  version  with  emotional
agents  and  a  second  version  without  emotional
agents;

 Prepare  questionnaires:  prepare  one  first
questionnaire  to  validate  the emotional  expressions
by  application  users,  before  using  the  application,
and  a  second  one,  for  answering  after  using  the
application,  whose  questions  involve  the  metrics
about subjective experience of the participants;

 Define  and organize  the  population:  (i)  define  a
physical  or geographical location, for the choice of
population,  balance  the  number  of  people  of  both
sexes, as well as don't vary too much the age range of
participants,  where  it  is  important  considering  the
experience of participants in the game implemented
as one of the survey variables; (ii) divide population
into two groups: one for interacting with emotional
agent, and another for interacting with agent without
emotions;

 Validate  the  understanding  of  emotional
expressions: by the specific questionnaire described
above;

 Perform Experiments and Apply Questionnaires:
put  the  population  in  contact  with  the  developed
applications;  where  besides  the  data  of  subjective
user  experience,  who interacted with the emotional
agent, the user performance information should also
be collected and recorded in the same questionnaire;

 Analyze  results  of  emotional  expressions
validation:  data analysis  should focus on the error
rate  and  recognition  hit  for  each  emotional
expression,  where  the  result  of  this  validation  can
confirm problems in emotional expressions used, for
example, a confusion between expressions of sadness
and concern;

 Analyze results of subjective experience: based on
the  second  questionnaire  answers,  about  the
subjective experience of participants, the analysis of

results can be divided into two phases: (i) analysis of
subjective variables; (ii) analysis of the influence of
emotional  agents  on  the  performance  variables  of
users in easy and difficult levels of the game.

If  the  type  of  implemented  game  allow  the  option  to
choose  the  level  of  difficulty,  we  should  also  record  the
performance data of the users in the game for easy level and
then  register  to  a  more  difficult  level.  This  procedure  is
essential to examine whether an architecture, which offers
emotional  agents,  favors the performance improvement of
the players. The players performance will also be measured
both in the version of the game without emotional agents, as
in the version with emotional agents.

The analysis of emotional expressions validation can be
made easier with the help of a worksheet or chart. Indicate
the use of a bar graph where the abscissa axis is the names
of  the  emotional  expression,  and  the  ordinate  the
percentages. For each abscissa, two bars show both accuracy
and  error  rates.  The  use  of  inappropriate  emotional
expressions may confuse participants and prejudice the final
outcome of the evaluation of architectures by measuring the
subjective experience of application users.

V. CONCLUSIONS

We have experimented our approach and evaluated five
emotional  agents’  architectures:  BDIE,  DETT,  Camurri-
Coglio, EBDI, Emotional-BDI, all described previously. In
the evaluation of quality attributes, the architecture with the
highest  extensibility was  Emotional-BDI,  the  best
modularity was DETT, and the less  complex was Camurri-
Coglio. Considering all the metrics of quality attributes, the
architecture that achieved the best overall result was DETT
followed by BDIE. The worst results were the Emotional-
BDI followed by EBDI.

In the evaluation of subjective experience of users by the
interaction with the embodied emotional agents, about the
obtained  results,  there  were  no  significant  differences
between the BDIE and EBDI architectures, which were both
chosen  to  be  implemented.  However,  the  results  showed
that,  about  the  Intelligence metric,  the  BDIE  architecture
overcame EBDI by almost 40%.

By using the method in the experiments, from the results
obtained in the evaluation of BDIE EBDI and architectures,
one can deduce that the BDIE architecture is preferred over
the EBDI, at least in the field of computer games, because
presented an architectural design with best quality attributes,
achieved a positive influence on the user performance, and
also  presented  the  highest  rates  in  most  metrics  on  the
subjective experience of users.

The  potential  benefits  of  the  methodology proposed  in
this  work,  mainly  is  for  designers  of  emotional  agents'
architectures  and  developers  of  applications  involving
agents with emotions. Application developers can have now
objective criteria to analyze and choose the architecture that
best  contributes  to  achieve  the  desired  qualities,  and.
designers of emotional agents' architecture can now use our
proposed metrics for verification and validation of their own
architectures. 

We  believe  that  there  are  still  many  points  of
improvements  to  our  methodology  that  could  be  for
example: (i) provide reference values for the metrics; (ii) the
adoption of other metrics including favoring the evaluation
of the social aspects of the agents; (iii) the availability of on-
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line applications and questionnaires over the Internet; and
(iv) evaluate the results of subjective experience, by varying
the emotional models employed in the emotional component
architectures,  or  implement  other  applications  in  different
fields of application as those used in this work.
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