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Abstract—The processing of information for supporting 

human knowledge based processes still represents  a big 

challenge. This is caused both by the abstract concept of 

the information and by missing a suitable information 

representation (how to represent human knowledge), 

which would enable a human – computer communication 

in natural language. However, any interdisciplinary 

definition of  “information” or even “knowledge” does 

not exist until now. In the period 2010 to 2012, the 

authors presented their research approach to the 

automation of teaching processes as typical human 

knowledge based processes within the WCE’s 

International Conference on Education and Information 

Technology. The following research showed that solving 

the automation of the knowledge processes requires one 

to solve not only a content knowledge processing but also 

issues of communication, transmission and feedback. 

Actually, the research covers some areas of computer 

science (e.g. computer applications, computing 

methodologies,  theoretical computer science). The 

question of the  information was solved by the design of a 

specific default data structure so called virtual 

knowledge which enables an individual  to communicate 

with computer in natural language. In this context, the 

virtual knowledge unit symbolizes an information 

representation for human knowledge which is readable 

both by a human and machine. Such approach enables 

one to input any kind of information from human 

resources into the virtual knowledge and to process 

human knowledge as it is  typical for  computers. This 

contribution illustrates how various kind of information 

from human sources are processed by the in-house 

software. It also enables one to understand  why the 

software works as an all-in-one tool when processing 

human knowledge which is inputted into the virtual 

knowledge. In addition, the information  transmission in 

the knowledge based processes was solved by a specific 

utility model for processing unstructured data. 

 

 Index Terms—computer applications, human knowledge 

processing, human computer interaction, information 

representation,  personal informatics   

 
Manuscript received March 03, 2017; revised March 09, 2017. Stefan 

Svetsky. Author  is with the Slovak University of  Technology - Faculty of 

Materials Science and Technology in Trnava, Paulínska 16,  917 24 

Trnava, Slovakia (corresponding author to provide phone: 

+421 949 541 835, e-mail: stefan.svetsky@stuba.sk).  

Oliver Moravcik. Author  is with the Slovak University of Technology - 

Faculty of Materials Science and Technology in Trnava, Paulínska 16,  917 

24 Trnava, Slovakia;  e-mail: oliver.moravcik@stuba.sk). 

I. INTRODUCTION 

n the period  2010 to 2012 an empirical  research on 

technology enhanced learning (TEL) was. presented on 

the WCE’s International Conference on Education and 

Information Technology [1,2,3]. As was presented on the 

conferences, the batch knowledge processing paradigm and 

in-house educational  software BIKE (WPad) were 

developed and tested  for design of teaching innovative 

methods within TEL. The software  enables individuals to 

process large amount of  data (the human information and 

knowledge). To program own software was needed because 

there was an absence of IT tools for TEL. As it is in [4] ―a  

system design on the model basis has been widely ignored 

by the community‖ till now,  and software engineering  is 

missing in TEL system development.    

After this initial phase, the following  research was more 

systematic because the question of knowledge was needed to 

solve. There was another paradox yet. Despite the fact that 

each educational book, journal, research papers deals with 

knowledge,   however, however, any interdisciplinary 

definition of knowledge exists. From terminologically point 

of view, the definition of information or knowledge has 

other meaning  in  computer science,   information and 

communication technology, knowledge management, 

psychology, teaching and learning, or how laics  understand 

it. Moreover, in computer science there is  a big challenge, 

how to represent ―human  knowledge―. So if one should 

solve any automation  when human knowledge is  the key  

parameter he must design a suitable representation for 

knowledge or information.  

This challenge and considerations were reminiscent of  

the early period of Cybernetics. For example, in [5] teaching 

processes were considered as controlled ―processes of 

acquisition, processing and storing information‖. Between 

two of its sub-system, i.e. teacher and student, the 

transmission of  information exists on a basis of feedback 

loop. It is emphasized as well that the ―cybernetization ― 

enables      one to model a control the  teaching process.  

In this context, the Cybernetics (within which computers 

were invented) represents the basic theoretic discipline 

focused on the automation (regulation, control) of such 

complex systems, i.e. on the information, information 

transfer and processing [6]. Teaching and learning processes 

are considered for cognitive processes, i.e. they are  human 

knowledge based, thus logically connected with thinking and 

intelligence. Within psychology, behaviorists understand 

thinking as a process of solving problems (as an adaptation 

to the changes in environment), while in cybernetics it is a 

process of processing and using information , as in [7]. 

 The Cybernetics  as a science field deals in general with 
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creation, transmission and processing of information [6]. 

According to the Shannon’s information theory, as a part of 

the field, one bit represents the basic information unit  (with 

the value 0 or 1). Computers  are machines for information 

processing by using such sequences of numbers 0 or 1. A 

default block of the  sequences then  creates data types  

which enable the machine to process texts, images, video via 

standardized formats. In [6] Kotek mentions three category 

of information: syntactic, semantic and pragmatic. In the 

content of his book, there are chapters dedicated to machine 

learning, natural language recognition, artificial intelligence. 

Kotek  emphasizes these topics should be considered as 

informatics constructs derived only from syntactic 

information, because at this time there was not enough 

research data affecting  semantic information, especially 

pragmatic information (the pragmatic information should be 

an useful information within a report). 

In other words, computers do not understand human 

natural language, so any ‖human information― must be 

converted to ―machine information‖. It is important for 

understanding the terminological chaos in the current 

scientific literature. For instance, in the field of Information 

and Communication Technology, similarly as in Knowledge 

Management, there is other hierarchy common: data 

(strings, numbers), information, knowledge (how it is also 

understood  by laics).  This contribution shows on several 

examples  from implemented case studies how the problem 

of human knowledge processing  was solved based on 

designing  a virtual knowledge unit which is readable both 

by human and machines (computers). 

II. CHALLENGES FOR HUMAN KNOWLEDGE PROCESSING 

 Other obstacles when programming human knowledge 

based processing are evident from the following schema.  

 

 

Figure 1.  Basic schema for using computers to process human 

knowledge. 

 

Fig. 1 illustrates that the human knowledge based processes 

are uncertain, unstructured, thus, an unification and solving 

algorithms  are  needed. Moreover, the application data from 

human resources are in natural language and   

heterogeneous. Therefore, an universal IT tool is needed 

which would work  like an all-in-one software.  Moreover, 

as was mentioned above, for the processing of information, 

which is  collected from human resources, computers need  

specific rules and representations  in order to process it as 

the sequences of numbers 0 and 1. In this view,  e.g. 

clustering short texts by their meaning is considered as  a 

challenging task in [8]. Authors even propose a semantic 

hashing approach for encoding  the meaning of a text into a 

compact binary code. Other similar approaches can be found 

in literature concerning question of the syntactic or 

pragmatic information, see e.g.  [9, 10].  These approaches 

are related to the Shannon’s information theory, respectively 

as  it was mentioned above in the context of the Cybernetics. 

However, from our point of view, none of the approaches 

relate  the processing of human knowledge directly in the  

natural language. It must be emphasized, that all of them  are  

dedicated to automatic information processing. These 

approaches try to solve how to find  or input the meaning of 

―human information‖  into the syntactic, semantic or 

pragmatic ―machine information‖.  In other words, one could 

imagine that all activities are done by a machine. 

   The same situation could be mentioned regarding  

Information Technology where ontologies ―seem to be right 

way how to represent knowledge in machine readable form‖ 

[11].  It is emphasized that for  information and knowledge 

sharing  among  users,  the web-based systems need  

machine readable metadata, which define meaning of human 

readable-data.  The so called  Semantic Web   uses for this 

purpose ontologies approaches to semantic representation 

(e.g. abstract representation of real objects, rules of a 

domain represented by knowledge graphs). 

 In contrast to these approaches, this contribution  presents  

an entirely different approach which is based on the synergic 

collaboration between the human and the machine. For this 

purpose a virtual unit knowledge was designed which simply 

works as a switch between human mental processes and 

machine (computer).  This enables one to simulate and 

computerize mental processes, i.e. human knowledge   based 

processes, by using this virtual knowledge. From a human 

point of view, the content of the virtual knowledge means 

simply any information or knowledge as it is understood by 

people, which is written in natural language. From a machine 

(computer) point of view, the machine understand the  

virtual knowledge unit as a ―user data type‖, thus,  as a  kind 

of information representation which uses ASCII codes. An 

empty virtual knowledge  has ca 10 kilobytes.  One could 

imagine that the empty default data structure  is a  primitive 

knowledge (knowledge cell / knowledge table). After 

inserting the human knowledge in natural language  into  the 

virtual knowledge one could measure in bytes how  ―wise‖ it 

is. From another point of view, it is important that the virtual 

knowledge enables a user  to process unstructured data in a 

user friendly way. In other words, the content of the virtual 

knowledge is both human and machine readable. Thus such 

approach seems to be interdisciplinary understandable even 

from a  layman’s  point  of view.  

A. Examples: The batch knowledge paradigm 

Visual FoxPro  database platform seems  to be one of the  

most user friendly software dedicated to Personal 

informatics Especially, due to the specific programming  

language FoxPro which enables users to process even large 

data in batches.  In other words, , human information  and  

knowledge can be processed in natural language even by 

users with lower informatics skills. For example, a user can 
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use the following simply  command to  numerate hundred or 

thousand of records (virtual knowledge units)  in the column 

txtuni (―universal text‖) :  

Replace all txtuni with alltrim(str(RecNo()))+"."+alltrim(txt

uni) for not "."$substr(txtuni,1,5) 

 

Fig. 2 shows  the result, i.e. all records has been numbered 

with the exception of records that contain a dot. 

 

 
 

Figure 2.  Screenshot of  the WPad table column txtuni after 

numerating. 

The batch knowledge processing  paradigm was 

developed by using thousands of such commands. The 

content of the  knowledge  tables is controlled and handled 

by the in-house WPad software (BIKE software is installed 

only on the computers of the author Svetsky).  

B. Examples: The personalized Learning Analytics  

The state-of-the-art in the field of Learning Analytics is 

focusing on statistical monitoring  and  sampling of simple 

online data. It is based on the activities of students in online 

learning  environments, but not on they knowledge. In our 

case, the research approach is focused directly on the 

knowledge flow because WPad works  as well as a convertor 

of tacit knowledge into explicit knowledge (according to the 

terminology of the area of knowledge management), so once 

a student or teacher  writes something  into the WPad, then 

this  represents  the explicit knowledge. Therefore, such 

approach   is closer to human mental processes, i.e. beyond 

the state-of-the art.  

It can be demonstrated how  the teacher - designer, 

monitored his own activities within the research on learning 

analytics. He wrote a specific programming code which 

indicated how many time the ―knowledge‖  table was opened 

by him. In this case, such monitoring can indicate  how the 

personalized data relate not only to his activities but also to 

the teaching content (knowledge), etc. 

Fig. 3 illustrates such personalized data from his home 

computer. For example, one can see that the knowledge table 

was opened by the teacher around five thousand times within 

ten months.    

 

Figure 3.  Screenshot  of the evidence of the personalised data.  

C. Examples: The text extraction from large files 

The user  had  at his disposal proceedings  with 250 pdf- 

files  from a conference in Villach (Austria). He wanted to 

analyze  research focus of contributions. Firstly he joined the 

250 files into one file with  Nuance pdf-software and saved 

as one plain text file. Then inserted the file into the 

knowledge table, extracted  keywords and  found the 

frequency of their occurrence. Fig. 4 illustrates the result in 

the same knowledge table. 

 

 

Figure 4.  Screenshot of the  text extraction from  250 pdf-files. 

 

D. Examples: The use of  digital pen   

The use of digital pen was also tested  in order to 

automate transmission of handwritten schemas  and  

chemical formulas  to computer. Fig. 5 illustrates personal 

notes of the designer made by the digital pen (in relation  to 

the principle how human knowledge from various human 

sources is processed via WPad for knowledge based 

processes). 
 

 

Figure 5.  Example of an image made by the digital pen.  

 

Despite the fact that the image seems to be quite good, it 

took more time when one was using a paper and pen.  So it 

has been used only once, as a signature list of students (there 

was also a problem with the ink replacement, incl. the price). 

E. Examples – The modelling collaborative activities 

 The design of the universal virtual knowledge unit which 

is   controlled by the in-house software BIKE (WPad) as a 

knowledge table (by using  the Visual FoxPro database 

platform) was a first step to complex human knowledge 

processing.. The second step was a solution  how to transmit 
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the virtual knowledge between off-line and online 

environments in order to solve various collaborative  

activities. This was possible after implementation of the 

Utility Model 7340/2014 (Slovak Patent Office, registration  

on  December 2015) which relates to processing and 

transmission of unstructured data. The question of the data 

transmission was important for solving collaborative 

activities on a shared virtual environment.  

In this view, some applications  were developed with 

focus on the so called Human Language Technology  and 

Computer Supported Collaborative Learning (CSCL).    

 There was a project  idea to create personal corpuses 

which would contain multilingual human expert knowledge 

from the field of  machinery engineering  [12]. The CSA 

proposal objectives were focused on cooperative 

benchmarking for the design of the pilot human processes-

driven system of automated Machine Translation  consisting 

of research infrastructure of recommended multilingual 

repositories, specialized corpora, ontological batch 

knowledge sets, aMT software and a federated trans-lingual 

pan-European portal. In other words, the expert human 

knowledge should be shared and exchanged via the shared 

virtual environment  within the portal. 

The developing CSCL application represents  progress 

within the participation  research on Technology-enhanced 

learning. The actual state of the research is illustrated by  

Fig. 6. Within the supportive IT infrastructure a shared 

virtual environment works for educational knowledge 

exchange. 

 

 

Figure 6.  Schema of the developed supportive IT infrastructure. 

The first results when modelling the CSCL-knowledge 

exchange and sharing   shows, that the processing of the 

human knowledge in a knowledge based process requires  

one to  solve three categories of algorithm – pedagogical 

(didactic methods),  informatics (adaptation to the operating 

system) and  integrated (CSCL -communication and  human 

knowledge transmission). In  this case,  a design of  

templates  for sharing  the human knowledge is needed. Fig. 

7 shows such template for sharing annotation in virtual 

environment. The lower part of the figure  represents 

annotation data in WPad and the upper part data after the 

conversion to html. 

 

 

 

Figure 7.  Scrrenshot of the annotation template.  

III. THE FUTURE WORKS  

The above mentioned examples demonstrated  universal 

―all-in-one‖ function of the in-house software BIKE (WPad) 

when processing human knowledge. Batch internet 

retrieving, extraction data from   WEB databases, text 

processing, collaboration with internet search or translation 

services (these are also used by bachelor students) can also 

be mentioned as  examples. One could speak about a system 

―evolution‖. Namely, each software has a user menu with ten 

to twenty items divided into certain categories. By solving a 

tailor made modification of the in-house software, when 

modelling the support of knowledge based processes,  a 

combination of menus had to be used. This resulted in a  

new category of applications. In the future, each of them 

could be developed as an autonomous software, or solved as 

classes in object oriented programming.  

These all-in-one activities are similar to  the ones   made 

by so called multi-agents or robots. For example, at this time 

a possibility to extract data from  bibliographical MARC 

format was tested by the BIKE software. Format MARC 

(MAchine-Readable Cataloging), is a data format and set of 

related standards used by libraries to encode and share 

information about books and other material they collect. In 

future works,  there would be a possibility to build an 

application for bibliographical purposes (a citation or 

annotation system). In this case also programming a personal 

multilingual support system for writing science papers could 

be planned (even this idea  was worked out when writing this 

paper). In an education environment specific applications 

could be developed as well (see for inspiration in [14]). 

In this context, authors of this contribution see a certain  

analogy to Nilsson’s vision of ―Habile Systems‖ in the field 

of Artificial Intelligence [15]. He wrote ―Rather than work 

toward this goal of automation by building special-purpose 

systems, I argue for the development of general-purpose, 

educable systems that can learn and be taught to perform any 

of the thousands of jobs that humans can perform‖. Fig. 8 

illustrates how authors were inspired by the Nilsson’s vision. 

In other words, the BIKE(E) should work as a black box for 

human knowledge processing. The outputs would be   

thousands of applications, which are useful for various 

human ―jobs‖. So future works leads to  a vision of an 

―educational robot‖ or ―multipurpose intelligent system‖. 
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Figure 8.  Schema of  function in-house software as a black box. 

IV. CONCLUSION 

 In this contribution, the universal personalized approach 

for human knowledge processing within knowledge based 

processes was described. A specific focus was given on 

explaining this approach to the information representation of 

human knowledge by a specific default data structure - so 

called virtual knowledge unit. Such approach  seems  to be  

related to ―pragmatic‖ information because the human  

knowledge is useful from the users point of view (e.g.  a user 

can make decisions).  

This enables one to simulate and computerize mental 

processes, i.e. human knowledge   based processes, by using 

the virtual knowledge. From a human point of view, the 

content of the virtual knowledge means simply any 

information or knowledge as it is understood by people, 

which is written in natural language. From a machine 

(computer) point of view, the machine understands the  

virtual knowledge unit as an ―user data type‖, thus,  as a  

kind of information representation which uses ASCII codes. 

In addition,  the virtual knowledge enables the user  to 

process unstructured data in a user friendly way. In other 

words, the content of the virtual knowledge is both human 

readable and machine readable. Any other rules, 

representations, languages, semantics graphs, etc. are not 

needed.  It all works as an all-in-one IT tool, a black box, 

because if the user finds any way how to write  human 

knowledge into the virtual knowledge, it automatically 

means, that  he embedded into the data structure his own 

semantics and ontology.  

This was illustrated via  several examples from human 

knowledge processing (in each screenshot, a different kind 

of human knowledge was  used). Thus, the inputs were 

human knowledge (information) in natural language with 

user’s embedded semantics and ontology. The outputs, 

which are produced by the computer, were also in natural 

language. This enables user to ―automate‖ his mental 

processes.  

Moreover, if one defined a set of algorithms for  processes 

where the human knowledge is a basic parameter, many 

applications could be  developed in the future. This seems to 

be a certain analogy to Nilsson’s vision of ―Habile‖ systems.  

The analogy lies in the idea that the applications for human 

knowledge processing could be performed by  a "Virtual 

Educational Robot" functioning as a "multi-purpose 

intelligent system‖ (see the Partner Search section within the 

IDEAL IST web-page: http://www.ideal-ist.eu/ps-sk-99947). 
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