
 
 

 

  
      Abstract— Location Management in mobile communication 
is concerned with tracing and f inding mobile terminal (MT). 
The main issue is to deal with the moving MT.  This paper 
presents a new analytical method to calculate the performance 
by considering the movement of  the MT both within and outside 
the cluster of  location areas. The proposed analytical method is 
eff ective to the MT with high mobility and small LA. 
 

Index Terms—Location Area (LA), Overlapped Super 
Location Area (OSLA), Personal Communication Services 
(PCS), Super Location Area (SLA),  
 

I. INTRODUCTION 
Personal communication service (PCS) is one of the standard 

widely used in location management [3-6] among existing 
standards. The typical architecture of the PCS network is shown 
in Fig. 1.1. The architecture has two database HLR and VLR. 
The mobile switching center (MSC) associated with a specific 
VLR is in charge of several base station controllers (BSCs), 
lower control entities which in turn control several base stations 
(BSs). The MSCs are connected to the backbone wired network 
such as public switched telephone network (PSTN). The 
network coverage area is divided into smaller cell clusters called 
location areas (LAs). 
 The visitor location register (VLR) stores temporarily the 
service profile of the MT roaming in the corresponding LA. The 
home location register (HLR) stores permanently the user profile 
and points to the VLR associated with the LA where the user is 
currently located. Each user is assigned unambiguously to one 
HLR, although there could be several physical HLRs. 
 A base station periodically broadcasts its location area 
identifier (LAI), which is unique for each LA. When a MT enters 
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a new LA, it receives a different LAI. Then, the MT sends a 
registration message to a new VLR. The new VLR sends a 
registration message to the HLR. Then the HLR sends a 
registration cancellation message to the old VLR and sends a 
registration acknowledge message to the new VLR. Now the 
HLR points the new VLR that has service profile and location 
information of the MT. This procedure is called the location 
update. When a call to a PCS user is detected, the corresponding 
HLR is queried. Once the HLR corresponding to the MT has 
been queried, the VLR/MSC currently serving the MT is 
known. Then paging is done through the LA where the MT is 
currently located.  
 

 
Fig. 1.1 The Cellular Architecture in PCS Network 

 
 The location update cost consists of the update cost of HLR 
and that of VLR. Since the HLR is connected to many VLRs as 
shown in Fig. 1.1, reducing the traffic with the HLR becomes an 
important issue to reduce the whole location update costs. This 
paper proposes to employ a hierarchical structure to reduce the 
location update cost of the HLR. 
 In the PCS system, both VLR and HLR are updated whenever 
a MT enters a new LA. So the location updates tend to occur 
frequently in the boundary cells of LAs. This is the drawback in 
PCS system. In [1], the author has proposed a hierarchical 
structure to reduce the location update cost. 
 The rest of the paper is organized as follows. Section 2 
describes the related work. Section 3 includes proposed 
analytical method for SLA and OSLA. Section 4 contains results 
and observations of proposed analytical method. Finally, 
Section 5 presents conclusions. 
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II. THE RELATED WORK 

A. Super Location Area (SLA) Scheme 
In [1], the author has proposed a super location area, which is 

a group of LAs. The size of SLA may be various. The cellular 
architecture for the SLA scheme is shown Fig. 2.1. 

 
 

 
Fig. 2.1 The Cellular Architecture Employ ing the SLA 

 
 The Fig. 2.1 shows the case in which each LA and SLA 
contains 7 cells and 19 LAs, respectively. The notation LAi-j 
represents the cells belonging to an LA j in an SLA i. Each 
MSC/VLR covers a specific SLA. The VLR is updated while a 
MT roams between different LAs within an SLA. Both of the 
VLR and the HLR updates happen only when the MT enters a 
new SLA.  Modified LAI structure is shown in Fig. 2.2. 
 

 
Fig. 2.2.The Hierarchical Structure of the LAI 

 
 The conventional LAI was divided into three parts: the mobile 
country code (MCC), the mobile network code (MNC), and the 
location area code (LAC). The SLA scheme uses a hierarchical 
structure by dividing the LAC into two parts again: the super 
location area code (SLAC) and the location area identification 
code (LAIC). 
 In SLA scheme, both of the VLR and HLR updates occurs 
when a MT moves to a different SLA like the path from D to H 
in Fig. 2.3. That is, the HLR updates also happen frequently in 
the boundary LAs of the SLAs. In [2], the author has proposed 
one more hierarchical structure to reduce the location update 
cost.  
 
 

 
 

Fig. 2.3.Moving Path of M T in the SLA 
 

B. Overlapped Super Location Area (OSLA) Scheme 
This scheme employs overlapping location areas, which has 

the common boundary LAs between different SLAs. The 
overlapping LAs are colored areas in the Fig. 2.4. The 
overlapping borders consist have two-fold or three-fold 
overlapping LAs. The overlapping LAs belong to all SLAs 
associated with them. The two-fold overlapping LA is included 
in the two SLAs and two different LAIs are broadcasted in the 
LA. The three-fold overlapping LA is included in three different 
SLAs and three LAIs are broadcasted in the LA. Note that the 
overlapping LAs are duplicately managed by corresponding all 
MSCs/VLRs. As an example, the SLA9 out of SLAs shows an 
SLA with overlapping LAs in detail. When a MT enters into the 
overlapping LA, it must register only one LA out of the 
overlapping LAs. 

 
 

 
Fig. 2.4. The Cellular Architecture for OSLA 
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Fig. 2.5. Moving path of a MT in the OSLA 

 
 

Table 1: Comparison of Location Update Cost 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In overlapping location areas, if one out of the currently 
broadcasted LAI belongs to the same SLA as that of the 
previously registered LA, a MT registers to it. In Fig. 2.5, if a 
MT arrives at location D and H, the MT registers to LA4-3 out 
of two LAs and LA1-5 out of three LAs, respectively. The 
LA4-3 and LA1-5 are LAIs belonging to the same SLA as LAI 
of the previously registered LA, respectively. In this approach, 

both of the VLR and the HLR are updated only when a MT 
moves to the LA that belongs to the new SLA and does not 
belong to the old SLA at the same time. Particularly, in case of 
a path from location H to I, the MT has to register to either 
LA5-2 or LA2-8 as shown in the 8th row in Table 1. The 
decision of such registration is made by a random selection. 
According to the decision, the location update cost is different as 

The Register Update ID The Path 
 

Registered LA  
PCS, SLA/OSLA 

 
PCS SLA OSLA 

1 A->B LA4-14/LA4-14 VLR, HLR VLR VLR 
2 B->C LA4-14/LA4-14 None None None 
3 C->D LA4-3/LA4-3 VLR, HLR VLR VLR 
4 D->E LA1-7/LA1-16 VLR, HLR  VLR, HLR VLR, HLR 
5 E->F LA5-11/LA1-6 VLR, HLR VLR, HLR VLR 
6 F->G LA1-6/LA1-15 VLR, HLR VLR, HLR VLR 
7 G->H LA5-12/LA1-5 VLR, HLR  VLR, HLR VLR 
8 H->I LA-13/(LA2-8 or LA5-2) VLR, HLR VLR VLR, HLR 
9 I->J LA5-19/LA5-14 VLR, HLR VLR VLR, HLR or VLR 

10 J->K LA5-15/LA5-4 VLR, HLR VLR VLR 
11 K->L LA5-15/LA5-4 None None None 
12 L->M LA5-5/LA6-17 VLR, HLR VLR VLR, HLR 
13 M->N LA6-9/LA6-19 VLR, HLR VLR, HLR VLR 
14 N->O LA9-1/LA6-16 VLR, HLR VLR, HLR VLR 
15 O->P LA6-8/LA6-15 VLR, HLR VLR, HLR VLR 
16 P->Q LA6-7/LA6-5 VLR, HLR VLR VLR 
17 Q->R LA6-6/LA7-17 VLR, HLR VLR VLR, HLR 
18 R->S LA6-16/LA7-10 VLR, HLR VLR VLR 
19 S->T LA6-17/LA6-14 VLR, HLR VLR VLR, HLR 
20  T->U LA6-19/LA6-3 VLR, HLR VLR VLR 

The number of total updates 18 VLR, 
18 HLR 

18 VLR, 
7 HLR 

18 VLR, 
6 or 5 HLR 
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shown in the 9th row in Table 1. 
In [1][2], the authors has proposed analytical methods for 

performance evaluation of SLA and OSLA schemes by 
considering the special case i.e., when the MT moves out of the 
cluster of SLA’s. The movement within the cluster (e.g., from 
one super location area to another super location area of the same 
cluster) is not considered in [1] and [2]. As per the analytical 
method [1][2], the result for s=2 (the size of SLA) and d=2 (the 
size of LA) comes out to be 9 HLR updations, but if the 
movement within and outside of the cluster is considered (which 
is very essential for the exact evaluation of location updates) then 
the total number of HLR updations comes to be 15. 

 

III. PROPOSED ANALYTICAL METHOD FOR SLA & OSLA 
SCHEME 

 The proposed method considered all possible movements 
within and outside the cluster of SLA and OSLA scheme.  The 
number of HLR updation is calculated on the basis of proposed 
analytical method.  

The notations used in this proposed method are depicted in 
Table 2.  

 
Table 2. The Notations Used in Analy tical Method 

 

K  
The average number of MTs in a cell 

d The size of LA 
s The size of SLA 

Nc The number of cell in an LA: 3d2-3d+1 
Nla The number of boundary cells in LA: 6(d-1) 

NSla The number of LAs in SLA: 3s2-3s+1 

NSc The number of cells in an SLA: 
(3s2-3s+1)(3d2-3d+1) 

NSbc The number of boundary cells in an SLA: 
6{3d-2+(s-2)(2d-1)} 

N The total number of MTs in LA 
Ns The total number of MTs in SLA 

LAR  
The total location update rate for the given LA 

     

SLAR  

The total location update rate for given SLA 

   

OSLAR

 

The total location update rate for the given 
OSLA 

MSR  
The average location update rate per MT 

Td  
The average dwell time 

 
Fig. 3.1 gives the information to develop the analytical 

method. The number of rings of LA’s is represent by the size of 
SLA with notation s, as shown in Fig. 3.1(a). The number of 
rings of cells is represented by d, which is the size of LA, as 
shown in Fig. 3.1(b). The method assumes that the MT moves 

to one of the neighboring cells with probability 1/6. 
 The Fig. 3.1 (b, c) shows the movement of MT from the cell, 
marked 1, 2 and 3, to another neighboring cell with the 
probability of 3/6, 1/6 and 2/6, respectively. This results to 
HLR updates. 

 
 

S = 1

S =2

S = 3

S= 4

 
(a) 

 

 
(b) 

 

 
(c)  

 
Fig. 3.1 The Boundary  cells in an LA or SLA 

 
 
All generalized formulas for LA, SLA and OSLA are given 
below: 
The total number of MTs in a LA is N, which is calculated as  
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K1)3dd2(3K   NcN ⋅+−=⋅=                               

 

The total location update rate for the given LA is LAR , which is 
calculated as  
 

Td
1K1)(2d

Td
1K1}

6
32)(d

6
26{RLA ⋅⋅−=⋅⋅⋅+−⋅=

                (ii) 

 So the average location update rate for the given LA is: 

 Td1)3d(3d
1)(2dR

2
MS

⋅+−
−=

       
             (iii)                                    
The total number of MTs in SLA is Ns, which is calculated as  

K1)3d2(3d1)3ss 2(3KNscNs ⋅+−⋅+−=⋅=                                                       

 (iv)                                                       

The number of boundary cells in SLA is Nsbc, which is 
calculated as 

(v)                                                                                    1}s1))(d16{(2s

1)]-(d6
6
3

1}1)-(d6 
6
2

2){6[(sNsbc

−+−−=

⋅⋅++⋅⋅−=

                  (v)                                    

The total location update rate for the given SLA is SLAR , 

which is calculated as  

 

(vi)                                                                                       
Td
1 K1)(2d1)(s5

Td
1K1)}}(s

6
11)(d1)(s

6
2{

2)}(s
6
11)(s

6
32}s2)3)(d{(2s

6
2{

1)(s
6
1s

6
31}s2)1)(d{(2s

6
26{RSLA

⋅⋅−⋅−⋅=

⋅⋅−⋅+−⋅−⋅+

−⋅+−⋅+−+−−⋅+

−⋅+⋅+−+−−⋅=

          (vi) 
 

So the average location update rate for MT in SLA is (From (iv) 

& (vi)): 

Td1)3d2(3d)13s2(3s

1)(2d1)(s5
Ns

R
R

SLA
MS

⋅+−⋅+−

−⋅−⋅
==

                   
 (vii) 

The total location update rate for given OSLA is OSLAR , which 
is calculated as   
 

                           }{

}{

}{

    
Td

1 K3s1)(d2)(3s4
2

1

Td
1K4)(2d1)(s

2
12)(d1)(2s

6
2

s1)(s
2
11)(s

6
1

6
36R

]

[OSLA

⋅⋅+−−⋅−⋅=

⋅−⋅−⋅+−⋅−+

+−⋅+−⋅=

⋅

 (vi i i) 

So the average location update rate per MT  in OSLA is (From 

(iv) & (viii)): 

Td1)3d2(3d1)3s22.(3s

3s1)(d2)4.(3s
Ns

RR OSLA
MS

⋅+−⋅+−

+−−⋅−==        

 (ix)        

 

IV. RESULT S AND OBSERVAT IONS 
In order to evaluate the performance of the proposed analytical 
method for SLA and OSLA schemes, the various cases are 
considered: 
 

Case 1: For d=3  & Td=6         
 

 
 

Fig. 4.1 Update Rate of HLR According to the size of the SLA 
 
 

(i)  

(From (i) &(ii))  
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In the proposed analytical method total number of location 
updations in SLA is greater than OSLA. The LA updation is 
always constant whatever the size of super location area i.e. LA 
is independent of size of SLA. From Fig. 4.1 shows, if the size 
of SLA is small then the larger decrement of average HLR update 
for every MT. 
 
Case 2:  For d=6 & s=2 
 

 
 

Fig. 4.2 Update Rate for HLR According to the size of LA 
 
If the size of LA changes then there is a change in number of 

location updations. Location updations are inversely 
proportional with the size of LA. With the increment of the LA; 
the differences between LA, SLA and OSLA updations are 
decreased. If the size of LA and SLA is small then the large 
decrement in the average location update rate (HLR) per MT. 

 
Case 3 : For d=3 & s=2   

 

 
 

Fig. 4.3 Update Rate according to the average dwell time 
 
The smaller the dwell time and the size of location area 

becomes, the larger decrement of average HLR update per MTs. 
Consequently, the proposed analytical method is effective to the 
MT with high mobility and in small divided LA.     

V. CONCLUSION 

 Mobility management has widely been recognized as one of 
the most important and challenging problems for a seamless 
access to wireless networks and mobile services. PCS network 
employ a mobility management mechanism for locating MTs 
and for maintaining their sessions while they are moving from 
place to place. 
 The concept of SLA and OSLA schemes have been used to 
reduce the number of location updations in HLR, while MT 
moves from one place to another place.  
 The problem was identified as to form an analytical method to 
calculate the number of updation to be done while MT moves 
within and outside the cluster. An analytical method is 
developed considering movement of MT within and outside of 
the cluster.  
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