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Abstract—The rapid growth of big data analysis needs has 
resulted in a shortage of professionals in this area. Despite such 
great need, big data analytics and data science is not well 
represented in current academic programs. Although a few 
schools have offered new courses in this area but they all face 
challenges. Most of existing instruction models are impractical 
only focus on lectures, seminars, and discussions without any 
hands-on problem solving computing labs because it requires 
significant investment in resources and high requirement for 
instructors (e.g., faculty whose expertise is in this area). To 
overcome the above difficulties this paper presents a new 
labware with real hands-on labs to support the course 
objectives. The designed labware is inexpensive, portable, and 
easy-to-adopt.  
 

Index Terms— Big data, analysis, security, lab 
experimentation 

I. INTRODUCTION 

he recent explosion of cyber activities in the areas of 
social network, healthcare,  research, and many other 
business resulted in huge unstructured data(big data), 

most of them are unstructured  in various forms.  These data 
may provide very valuable information, such as for 
bioinformatics research, security and business analysis, for 
exploring new knowledge, patterns, and relevant 
information. The rapid growth of big data analysis has 
resulted in a shortage of professionals in this area. Despite 
such great need, big data analytics and data science is not 
well represented in our current academic computing 
programs. Although a few schools have started offering new 
courses in this area but they face challenges. It is very 
crucial for students in data science and computing area to 
know how to manipulate, store, and analyze big data with 
computing technology. 

Most of existing instruction models focus on lectures, 
seminars, discussions without any hands-on computing labs 
because it rely on two prerequisites, i.e., significant 
investment in resources (cloud services) and high 
requirement for instructors (e.g., faculty whose expertise is 
in this area). 
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There is a need to design an adoptable open source 
laboratory model to be used in big data analysis teaching 
and learning to overcome the above difficulties to achieve 
broader big data analysis education, this project aims to 
develop a new hands-on labware for big data processing and 
analysis that is portable, modular, and easy-to-adopt. We 
have adopted an open source framework Hadoop with 
NoSQL for data store to store big volume unstructured 
dataset, and MapReduce techniques for parallel processing 
and for our labware. 

II. BIG DATA ANALYSIS FOR INFORMATION SECURITY 

COURSE  

A. Course Objectives and Learning Outcomes 

OBJECTIVES: 

 To explore the fundamental concepts of big data 
analytics 

 To learn  the big data analysis with intelligent 
reasoning and data mining 

 To understand the applications using Map Reduce 
Concepts. 

 To apply the big data analysis to cybersecurity 

 
LEARNING OUTCOMES (LOs): 

The students will be able to: 
 LO1: Work with big data platform 
 LO2: Work with NoSQL database for storing 

unstructured big data 
 LO3: Use the HADOOP and Map Reduce 

technologies associated for big data analytics 
 LO4: Design algorithms for big data mining for 

business applications especially cybersecurity 
threat analysis 

B. Course Description 

A project-oriented hands-on course focusing on big data 
application development for information security over 
distributed environments. Students will explore key data 
analysis and management techniques applied to massive 
network traffic datasets to support real-time decision making 
for security threats in distributed environments. This course 
is designed to be a hands-on learning experience that 
students learn better by doing. With concrete, practical 
experience students will be better prepared to apply their 
new knowledge into real-life, data-intensive, research 
situations. Students are expected to make of map-reduce 
parallel computing paradigm and associated technologies 
such as distributed file systems, Mongo databases, and 
stream computing engines to design scalable big data 
analysis system. Students should be able to apply machine 
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leaning, supervised or unsupervised-learning, information 
extraction and feature selection and stream mining in 
information security domains. 

III. HANDS-ON LABORATORY 

To achieve the course objectives and student learning 
outcomes we designed and implemented the hands-on 
distributed and parallel big data analysis labware.  

A. Lab-1: Apache Hadoop Configuration 

Lab-1 mainly introduce a big data platform, Apache 
Hadoop,  to students and allow them to understand how 
Hadoop and a MapReduce task works. This lab also 
provides students with step-by-step instructions, which 
allows them to be able to configure and work with it, which 
satisfies the LO1 learning outcome. 

The Apache Hadoop software is an open-source 
framework built for reliable, scalable distributed computing 
tasks with huge data sets over a cluster of multiple 
computers. This framework is written in Java programming 
language and it is under Apache License. Generally, a 
Hadoop system is composed of a computer acting as the 
master node and multiple computers acting as the slave 
nodes, as shown in Fig 1. 

 
Fig 1. Architecture of Hadoop 2.3.0 Cluster 

Hadoop has two modules in total, including HDFS 
(Hadoop Distributed File System) and MapReduce 
Framework. HDFS usually only has one NameNode, which 
is used to manage the directory tree and the metadata of 
related files of HDFS. It could also own a Secondary 
NameNode, which can be employed to backup mirror files 
and to combine logs and mirror files periodically and send 
back to NameNode. In general, NameNode and Secondary 
NameNode are deployed on the master node. In addition, 
DataNode of HDFS is responsible for store data and sending 
processed data back to NameNode, and it is usually 
deployed on the slave node. 

 
Fig 2. MapReduce Process in Hadoop 

After version 0.23, Hadoop starts to adopt new 
MapReduce framework, called Yarn, consisting of Resource 
Manager and Node Manager. Resource Manager takes 
responsibility for managing and dispatching resources in the 
Hadoop cluster, and receiving data from Node Manager of 
each slave node. Node Manager is used to send information 
about usage of resources and task progress to Resource 
Manager. As shown in Fig 2, MapReduce task is executed in 
a distributed manner. Each DataNode passes original data to 
a map function. After being processed by map function, 
original data becomes key-value pairs and is sent back to a 
reduce function. After completing the step of reduce 
function, the data will be saved as result or for further 
processing. 

In this lab, the Hadoop cluster is consisted of three 
laptops, which help students to get a sense of distribute and 
parallel computing. One laptop acts as the master node, and 
the other two laptops are used as slave nodes. After 
following the tutorial to configure the Hadoop cluster, 
students can use the following command to start it, as shown 
in Fig 3.: 

 
Fig 3. Command For Starting Hadoop Cluster 

Then, students can use the following command to check if 
the Hadoop Cluster is running successfully, as shown in Fig 
4: 

 
Fig 4. Command For Checking Hadoop Cluster 

Fig 5, Fig 6, and Fig 7 display the running condition of 
each laptop. For master node laptop, it should display "Jps, " 
"NameNode, " "Secondary NameNode, " and "Resource 
Manager." And for slave node laptops, they should display 
"Jps, " "DataNode, " and "Node Manager." 

 
Fig 5. Master Node Running Condition 

 
Fig 6. Slave-1 Node Running Condition 

 
Fig 7. Slave-2 Node Running Condition 

B. Lab-2: NoSQL Database - Apache HBase 

Lab-2 concentrates on the introduction of a NoSQL 
database, Apache HBase. This lab also offers detailed 
configuration tutorial to students, which can help them to set 
up HBase on their laptop. In addition, students will be 
provided with simple instructions of how to use HBase Shell 
to create table, insert rows, display contents, etc. This lab 
perfectly meets the requirement of LO2 learning outcome. 
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The Apache HBase is an open-source NoSQL, highly 
reliable, highly efficient, row-oriented and expandable 
distributed database system. It is implemented based on 
BigTable, an open-source software of Google. Similar to the 
fact that Google BigTable utilizes GFS as its file storage 
system, HBase employs Hadoop HDFS as its own file 
storage system; Google executes MapReduce to process 
huge data sets in BigTable, and HBase runs Hadoop 
MapReduce; Google BigTable takes advantage of Chubby 
as cooperative service, and HBase utilizes Zookeeper as its 
own cooperative service.   

In this lab, HBase is chosen to introduce to the students 
because as a NoSQL database, HBase can be easily used to 
store huge unstructured data, and as Hadoop HDFS provides 
a reliable low-level storage support for HBase, it is great for 
processing huge data sets using MapReduce in later labs. 
After following the tutorial to configure HBase, students can 
use the following commands to start Hbase service as shown 
in Fig 8: 

 
Fig 8. Command For Starting HBase 

Then, students can start HBase Shell using the following 
commands, as shown in Fig 9: 

 
Fig 9. Command For Starting HBase Shell 

After starting HBase Shell, students can use the following 
commands to perform database manipulation. As shown in 
Fig 10, students can use 'create' to create table and 'list' to 
make sure the table is created. 

 
Fig 10. Command For Creating Table in HBase Shell 

As shown in Fig 11, students can use 'put' to insert one 
row with a 'TEST_VALUE' in column 'Col_1.' 

 
Fig 11. Command For Insert Rows in HBase Shell 

As shown in Fig 12, students can use 'get' to see the row 
that they just inserted to the table. 

 
Fig 12. Command For Display Contents in HBase Shell 

C. Lab-3: Word Count Application 

Lab-3 is designed for students to test the cloud cluster 
they have just configured, and get a sense of how a 
MapReduce task is executed. In this lab, Word Count 

application is selected because it is a traditional MapReduce 
example, which can be easily absorbed by students. This lab 
will help students to gain LO3 learning outcome. 

This lab is developed in Eclipse IDE, and it only contains 
one source file: 

 WordCountLab.java.  
This file will be composed of three parts, including 
Mapper, Reducer and main function. 

The MapReduce algorithm of this lab is displayed below 
in Fig 13: 

 
Fig 13. MapReduce Algorithm for WordCountLab 

After implementing this source file in Eclipse IDE, 
students should follow previous instructions to firstly start 
the Hadoop cluster and configure the Hadoop plugin in 
Eclipse IDE so that the MapReduce task can be executed 
directly by Eclipse IDE. The result of Word Count 
application is displayed in Fig 14(a), (b), (c): 

 
Fig 14 (a). Commands For Checking Word Count Result 

 
Fig 14 (b). Word Count Application Result in HBase - Part 1 

 
Fig 14 (c). Word Count Application Result in HBase - Part 2 

D. Lab-4: Big Data Analysis for Security 

Lab-4 is using our configured cloud cluster to process a 
large set of network logs and to analyze if the host machine 
is attacked with DDoS. This lab is designed for students to 
get a further better understanding of how to implement a 
MapReduce task to perform big data security analysis. The 
method of detecting DDoS attack is Count-Based 
method[7]. This program will be run over a data set of 
network logs that has no DDoS attacks, and a threshold will 
be noted down as the measure of detecting DDoS attack. 
When this program is used to run over a data set of network 
logs that has DDoS attacks, it will try to analyze the number 
of TCP requests, if the number is larger than the threshold, 
this host will be marked as "In Danger; " If the number is 
below the threshold, this host will be marked as "Normal." 
This lab flawlessly helps students to accomplish LO4 
learning outcome. 
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Fig 15. shows the whole architecture of this lab. In the 
very beginning, students should download 2000 DARPA 
Intrusion Detection Scenario-Specific Data Sets From MIT 
Lincoln Laboratory. Secondly, students will use WireShark 
software to convert dump log files to text log files, which 
will make it easy to abstract log data. 

 
Fig 15. Network Log Security Analysis Workflow 

The following steps are listed below: 

1. Parse text network log files, and Save data into 
HBase. (Select timestamp, destination, and request 
type from each line of log files.) 

2. Read Data from HBase to Hadoop HDFS. 

3. Hadoop Master Node Read Data From Hadoop 
HDFS. 

4. Split Data Chunk and Send them to Slave Nodes. 

5. Execute Map Function on each Slave Node. 

6. Send Back Processed Result From Slave Nodes 
back to Master Node. 

7. Execute Reduce Function 

8. Analyze Reduce Function Result and Save Result 
into a result table of HBase 

Lab-4 project includes 5 files: 

 Constants.java.     
This file defines constants and the threshold. 

 HBaseUtil.java.      
This file defines and implements HBase basic 
operations, such as create and delete tables, get row 
from or put row into HBase database. 

 StaticSecurityLogMapReduceAnalysis.java.  
This file implements the MapReduce algorithm of 
this lab, act as the starting point of this lab, as 
shown in Fig 16. 

 StaticLogParser.java 
This file reads the data from text network log files 
and save it into HBase NoSQL database. 

 MapReduceResultAnalyzer.java 
This file analyzes the MapReduce task result and 
evaluate each host to see if it is attacked by DDoS. 

 
Fig 16. MapReduce & Analysis Algorithm for 

BigDataSecurityAnalysisLab 

After implementing these five source files in Eclipse IDE, 
students should follow previous tutorials to firstly start the 
Hadoop cluster and HBase NoSQL database, and they 
should be able to execute this application on the cloud 
cluster of Hadoop and HBase. 

In Fig 17, it shows the parsed network log files data in 
HBase: 

 
Fig 17 (a). Commands for Checking Parsed Network Log File Data in 

HBase  

 
Fig 17 (b). Parsed Network Log File Data in HBase 

In Fig 18, it shows the result of this big data security 
analysis application in HBase: 

 
Fig 18. Result of Big Data Security Analysis Application 

The row name is the destination IP of request, and each 
row has two columns, one is the number of request, and the 
other is the evaluation status. When the number of request is 
over the threshold, the status would become 'In Danger'. 
Network Administrator could utilize this application analyze 
DDoS security threats by running it against network log files 
to see if any host IP was attacked. 

IV. CONCLUSION 

The key contribution of our work is to provide hands-on 
lab environment model and four lab assignments for 
learning big data analysis from easily configuring Hadoop 
and HBase environment, to execute example Word Count 
application, and finally to implement big data security 
analysis MapReduce application. After taking this course, 
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students will gain the ability to design highly scalable 
systems that can accept, store, and analyze large volumes of 
unstructured data.  
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