
 

 

  
Abstract—Using the Entropy equation (from the “Entropy 

Theory of Perception”, Norwich et al., 1975-present), Norwich 
and Wong modelled loudness L vs. intensity I using four 
unknowns (k, , n, and threshold intensity). Early on, they 
declare two equations for L, by first defining threshold 
loudness as loudness at threshold intensity, then by setting L = 
L – [threshold loudness]. Norwich and Wong then quantified 
the Weber fraction (using either of the “L” equations) by 
taking the differential with respect to intensity, then replacing 
differentials by deltas, and re-arranging. Subsequent re-
defining of terms produced a Weber fraction equation 
resembling that of the late Professor Riesz. Dr. Riesz’s equation 
had three parameters, which Norwich and Wong (using their 
re-defined terms) substituted into their second L equation. 
They then assumed that their parameter k was constant, and 
then equated the theoretical loudnesses of a comparison tone 
and a reference tone, thereby generating equal-loudness 
contours – after also replacing one of Riesz’s parameters, 
identified with the n of the Entropy equation, by Stevens’ 
exponent, “x”. But the Norwich and Wong derivation hides 
serious problems. For example, for the respective intensity 
limits of either threshold intensity or zero, the first L equation 
approaches threshold loudness or zero, whereas the second L 
equation approaches zero or a negative loudness. Then there 
are the supposed relations between various parameters. To 
examine those relations, the present author inferred 37 values 
of each of x, k, and n, by the only method available: curvefitting 
of the Entropy equation and of Stevens’ Law to 37 loudness-
growth plots. Evidently, k is not constant with tone frequency, 
but it varies with maximum loudness, in a relation not noted by 
Norwich and Wong. And n does not equal x. In sum, Norwich 
and Wong have not derived equal-loudness contours. Their 
mistakes exemplify what happens in mathematical biology 
under the wrong limits and the wrong assumptions. 
 

Index Terms—assumptions, entropy, loudness, limits, 
Stevens’ Law 

I. INTRODUCTION  
N the literatures on psychophysics generally and on 
audition particularly, Kenneth Howard Norwich and Willy 

Wong make a truly remarkable claim: they claim to derive, 
from first principles, equations describing a phenomenon 
previously known only from experiments – namely, equal-
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loudness contours [1-2]. Empirically, a loudness contour is 
obtained by matching the loudness of a tone at a given 
frequency, the “comparison” tone, to the loudness of a tone 
of constant intensity and constant frequency, the “reference" 
tone. Each time the intensity of the reference tone is 
changed, a new loudness contour is made, and each point on 
a given loudness contour represents a different frequency-
intensity combination. 

“Psychophysics” and “audition” were mentioned above 
because full comprehension of what Norwich and Wong did 
requires reading not just one paper, in psychophysics 
generally [1], but several other papers, including one in 
audition [2]. Indeed, the more recent [1] of those two papers 
provides a backward derivation of what appeared in the 
older one [2], as will be seen. The full details underlying the 
Norwich and Wong derivations [1-2] are remarkably 
diversely placed, and the present paper cites the required 
papers [3-6], thereby providing a synthesis that is not 
available in the literature. This synthesis proves revelatory. 
It shows what happens when wrong limits and wrong 
assumptions are employed in mathematical biology. 

II. THE NORWICH AND WONG EQUATION FOR LOUDNESS 
In the Entropy equation of Norwich and Wong [1], 

loudness is denoted L, and intensity, in units of power, is 
denoted I. Norwich and Wong ([1], Eq. (11)) write 
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This is just Eq. (9) of [2], but with k there instead of k/2 
(i.e., a mere change of notation, in which the ½ was 
presumably absorbed into “k”). The term k was earlier 
defined as “a proportionality constant” [3], its value 
“determined by the arbitrary scale units of the experimenter” 
([4], p. 269). k was assumed to be independent of frequency 
and intensity. Ith was the “threshold intensity”. Norwich and 
Wong ([1], p. 931) then introduced Lth, “the loudness 
threshold” (but logically, the threshold loudness), where 
from Eq. (1) 
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Norwich and Wong ([1], Eq. (12)) then declared that 
 

.
otherwise,

LL,LL
L thth








 >−
=

0
   (3) 

 
(This equation’s obvious flaws will be discussed soon.) Eqs. 
(1) and (2), and L= L – Lth in Eq. (3), give, for I > Ith, 
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This is Eq. (13) of [1] (with the γ in the denominator of the 
present Eq. (4) misprinted in [1] as “y”). It is also Eq. (10) 
of [2] but with k there instead of k/2 (i.e., the ½ was 
presumably absorbed into k). 

III. THE NORWICH AND WONG “WEBER FRACTION” 
Norwich and Wong [1] next differentiated Eq. (4), 

obtaining ([1], Eq. (14)) 
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This result does not depend on whether Eq. (1) or Eq. (4) is 
used for loudness. Norwich and Wong [1] rearranged Eq. (5) 
to get an equation for dI/I. They then replaced dL by ΔL, 
that represented the difference limen in loudness, and 
replaced dI by ΔI, that represented the change in intensity 
corresponding to ΔL ([1], p. 932). They thus obtained the 
Weber fraction, 
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([1], Eq. (15)). 

The Weber fraction had been dealt with earlier, by Riesz 
[7], as follows. Riesz used two pure tones of nearby 
frequencies to produce a beating tone, whose maximum and 
minimum intensity as it waxed and waned could be related to 

ΔI/I under some simplifying assumptions. Riesz noted, 
without references, an equation that “can be made to 
represent ΔE/E [his notation for ΔI/I] as a function of 
intensity at any frequency” by suitable choices of its three 
parameters ([7], p. 873). Each parameter was itself 
expressed as an empirical equation in frequency. 

Norwich and Wong [1] transformed Eq. (6) into the 
empirical equation used by Riesz [7], as follows. After 
Fechner [8], ΔL was assumed constant with intensity. Two 
new positive quantities, S∞ and S0 – S∞, were then 
introduced: 
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Therefore ([1], Eq. (22)), 
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From all of these equations, 
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where ΔI/I > 0, which is Eq. (16) of [1] and Eq. (1) of [2]. 
Eq. (8) has the same general form as Eq. (2) of Riesz [7]. 

IV. THE NORWICH AND WONG DERIVATION OF EQUAL- 
LOUDNESS CONTOURS 

From here on, Norwich and Wong [1] proceeded to derive 
equal-loudness contours. They obtained the theoretical 
intensity of the comparison tone, as a function of its 
frequency, by equating comparison-tone loudness to that of a 
constant-intensity 1-kHz reference tone. That is, representing 
the parameters of the reference tone by ^ (caret), 
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which is Eq. (37) of [1]. From Eq. (4), 
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This is Eq. (12) of [2], but with k there instead of k/2 (the ½ 
was presumably absorbed into k), and with “prime” in place 
of “caret”, and with a script I in place of caret-I. 

The intensity of the matching comparison tone in decibels 
sensation level (dB SL) was obtained by solving for I/Ith, 
then taking ten times the logarithm to base 10: 
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The term within the largest brackets is Eq. (13) of [2], but 
with k there instead of k/2 (the ½ was presumably absorbed 
into k), and with “prime” in place of “caret”, and with a 
script I in place of caret-I. 

Norwich and Wong [1] assigned values to the parameters 
of Eq. (11) [above] as follows. The frequency for the ^ 
parameters was taken to be 1 kHz; its absolute threshold thI


 

was taken from Wegel [9]. S0 and S∞ were evaluated from 
Riesz’s equations, thus yielding  from Eq. (7c). k was 
assumed to be independent of frequency and intensity ([1], 
p. 931); thus k and k


 were assumed equal, and kk


 

disappears from Eq. (11). 
To repeat: each intensity of the 1-kHz reference tone 

results in a loudness contour, a plot of the {tone frequency, 
tone sensation level} points that give the loudness of the 
reference tone. Those loudness contours were presented in 
Fig. 5 of Norwich and Wong [1] and in Fig. 4 of Wong and 
Norwich [2]. They are bowl-shaped, rising up as frequency 
approaches its lowest and highest values. As Norwich and 
Wong noted elsewhere [5], Fletcher and Munson [10] had 
themselves produced equal-loudness contours using an SL 
scale. But those contours drop as frequency approaches its 
lowest and highest values, resulting in hill-shaped plots. 
Accordingly, the Riesz “n” was replaced in Norwich and 
Wong [1] by an equation for the Stevens exponent as a 
function of frequency. For the latter, Norwich and Wong 
([1], p. 935) used “a function similar to the one suggested by 
Marks” [11]. Using that new equation for n, equal-loudness 
contours were recomputed, transpiring to be hill-shaped like 
those of Fletcher and Munson [10]. 

V. EXAMINING THE NORWICH AND WONG DERIVATIONS, 
(1):  THE ENTROPY EQUATION FOR LOUDNESS, AT THE 

“LOUDNESS THRESHOLD” 
In the interest of fully appreciating what Norwich and 

Wong [1] achieved, we must critically scrutinize their 
derivation. According to Norwich and Wong [1], Eq. (4) 
above derives from Eq. (1) above; loudness supposedly 
obeys both Eq. (1) and Eq. (4). But this is impossible. First, 
Eq. (3) for L > Lth expresses a blatant inequality, not an 
equality. That is, the upper line of Eq. (3) would correctly 
read L ≠ L  Lth, rather than L = L  Lth. The error is 
obvious; even a schoolchild can see it. Eq. (3) is 
mathematical nonsense. 

Next, consider the lower limits of loudness. As I→Ith from  
I>Ith, L→Lth according to Eq. (1). But in these 
circumstances, according to Eq. (4), L→0. Thus, Norwich 
and Wong have created two simultaneous values, L=0 and 
L=Lth at the same intensity, Ith. Note also that as stimulus 
intensity diminishes such that I→0 from I>0, then according 
to Eq. (1), L→0. But from Eq. (4), L→(–k/2)ln(1+γ), a 
negative loudness (k,γ>0). There is no such thing as a 
negative loudness. 

VI. EXAMINING THE NORWICH AND WONG DERIVATIONS, 
(2):  THE CONSTANCY OF THE FREE PARAMETER K 

A critical assumption underlies the Norwich and Wong 
[1] derivation of loudness contours, an assumption 
mentioned in Section II: namely, that k is independent of 
intensity and frequency. But no test of that assumption has 
ever been presented by Norwich and/or his various co-
authors. Therefore, the assumption was tested by the present 
author, as follows. k can only be obtained by fitting Eq. (1) 
or Eq. (4) to plots of empirical loudness vs. intensity. First, 
for simplicity, the term γ/ Ith

n in Eq. (1) was replaced by a 
single symbol γ. Eq. (1) was then fitted, to 37 plots of 
loudness vs. intensity taken from the peer-reviewed 
literature. This constitutes more loudness-growth plots than 
in all of Norwich et al.’s collected Entropy work over its 
years of publication (1975-2014). Eq. (1) was transformed 
to logarithmic form in {ln I, ln L} coordinates, for fitting to 
logarithms of magnitude estimates, following the practice in 
the literature. 

Fig. 1 shows the fitted values of the free parameter k, 
plotted vs. the respective tone frequency, as well as k for 
white noise. The sources of the loudness plots (magnitude 
estimates) are: [12], white noise (geometric means of 
magnitude estimates: series 1-3); [13], 1 kHz tone (Figs. 2, 
3, 6, 7, 8, and 10); [14], 0.1 kHz tone (Fig. 2, crosses; Fig. 2, 
circles), 0.250 kHz tone (Fig. 3, geometric means of circles); 
[15], 1 kHz tone (subjects #8, 9, 10, 11, 12, 13); [16], 1 kHz 
tone (curves 1-7); [17], 0.550 kHz tone (subject AWS), 
0.765 kHz tone (subjects EWB, RSM); [18], white noise 
(Fig. 2: binaural, magnitude production; binaural, magnitude 
estimation; monaural, magnitude production; monaural, 
magnitude estimation); [19], 1 kHz tone (Fig. 1, circles; Fig. 
1, squares), white noise (Fig. 7, circles and crosses); [20], 
binaural 1 kHz tone (cross-modality-matching, high range 
day 2; low range day 2). 

Fig.1 shows that k is emphatically not constant; this is 
especially evident for 1 kHz tones and for white noise. For 
each, multiple k values are available. Fig. 2 shows k plotted 
vs. the maximum magnitude estimate available from each 
empirical plot of loudness vs. intensity (i.e., the magnitude 
estimate at the highest respective applied stimulus intensity). 
A power function, converted to its logarithmic form (as is 
typical of the literature), was fitted to the data points using 
sum-of-squares-of-weighted-residuals, in which the weight is 
the square root of the absolute value of the respective 
magnitude estimate. (This routine reduces the prejudice of 
the weighting that occurs in the usual sum-of-squares-of-
residuals, which favors higher magnitudes.) The fitted 
function is k = 0.173∙Lmax

1.41, a relation not noted by 
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Norwich and co-authors. Clearly, k is not constant with Lmax, 
and as such it cannot be considered constant generally, 
contrary to Norwich and Wong [1].  

VII. EXAMINING THE NORWICH AND WONG DERIVATIONS, 
(3):  THE RELATION OF THE ENTROPY EXPONENT TO THE 

STEVENS EXPONENT 
In order to produce equal-loudness contours having the 

observed empirical curvature, Norwich and Wong [1] 
replaced n, the exponent of Eq. (1) and of Eq. (4), obtained 
as an empirical equation from Riesz [7], with x, the exponent 
of Stevens’ power law. That is, Norwich and Wong assumed 
that n=x. But they provided no test of that assumption. In 
this regard, however, the curvefitting described above 
supplies values of n. Fitting each of the same loudness-
growth curves with a power function L=aIx, in the same 
manner as described above for the Entropy equation, 
provides x. Therefore, we may altogether test the claim that 
n=x. Fig. 3 shows n vs. x; the line marked n=x indicates 
equality of those exponents. 
 

 
 
Fig. 1. The fitted value of the free parameter k of Eq. (1) as a 
function of tone frequency or for white noise, for 37 loudness plots 
from the published literature (see text). 
 

A straight line was fitted to the data points in the same 
manner as described above, yielding n = 0.123+1.215x. The 
reasons for the particular values of the multiplier in this 
relation, and of the added term, are unknown. It is certain, 
however, that n does not equal x, contrary to the assumption 
made by Norwich and Wong. 

In the Entropy Theory, the maximum transmitted 
information during the perception of a stimulus, called It,max 
units of information, is expressed in terms of maximum 
loudness Lmax and minimum loudness Lmin as 
  

.
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LL
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The k in the denominator is the selfsame k that appears in 

all of the equations above. In practice, Lmax>>Lmin, and 
hence Lmin can be ignored. The fitting of the Entropy 

equation to the loudness-growth plot can be stopped when 
the fitted k is such that Eq. (12) yields It,max = 2.5 
bits/stimulus, which is the average value found in the 
literature on absolute judgments (see [6]). Fig. 4 shows the 
relation of n to x in such a constrained fit. A line was fitted 
to the data points in the same manner described above, 
yielding n = 0.217+1.013x. Once again, the reasons for the 
particular values of the multiplier in this relation, and of the 
added term, are unknown. And, once again, it is certain that 
n does not equal x, contrary to the assumption made by 
Norwich and Wong. 
 

 

 
 
Fig. 2. The fitted value of the free parameter k of Eq. (1) (values of 
Fig. 1) as a function of the corresponding maximum magnitude 
estimate from each empirical plot of loudness vs. intensity. The 
line k = 0.173∙Lmax

1.41 is an actual fit to the data points (see text). 
 

Altogether, regardless of whether the fit is constrained 
(Fig. 4) or unconstrained (Fig. 3), the parameter n (Entropy 
exponent) is not equal to the parameter x (Stevens 
exponent), contrary to Norwich and Wong [1]. 

VIII. EXAMINING THE NORWICH AND WONG DERIVATIONS, 
(4):  THE FREQUENCY-DEPENDENCE OF THE ENTROPY 

EXPONENT 
The equation of Marks [11] that describes the Stevens 

exponent as a function of frequency (in Hertz) is 
 

( ) ,Hzfwheref..x 40040000090330 <−+= ⋅    (13) 
 
said to apply “over low frequencies (f) and not too high 
sound pressure levels” ([11], p. 74). The equation of 
Norwich and Wong ([1], Eq. (40)) that is “similar to the one 
suggested by Marks”, and upon which Norwich and Wong 
place no restrictions of sound pressure level or frequency, is 
 

.f.f..x .. 20590 010172280 ++= −    (14) 
 
Note that Eqs. (13) and (14), as equations, are dissimilar, 
thanks to the different powers on “f”.  
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Without knowing the units of the constants in Eq. (13) and 
Eq. (14), we do not even know whether the x’s represented 
by the two equations have the same units! (And if they do, 
there is the question of what the units of the constants of Eq. 
(14), the equation of Norwich and Wong [1], would mean.) 
Fig. 5 shows the relations expressed in Eqs. (13) and (14). 
The curves themselves clearly differ; Eq. (14), the Norwich 
and Wong [1] equation, describes a “valley”, whereas Eq. 
(13), the Marks [11] equation, describes a “hill”. Indeed, the 
curves intersect only once, near the upper limit of Marks’ 
equation. The Norwich and Wong [1] equation actually 
looks more like Riesz’s equation for n ([7], Eq. (5)) than 
Marks’ equation for x. 
 

 
 
Fig. 3. The fitted value of the free parameter n (the Entropy 
exponent) of Eq. (1), plotted vs. the fitted value of the Stevens 
exponent, here called x, for the magnitude estimates used in Fig. 1. 
The line n=x indicates putative equality of the Entropy and Stevens 
exponents. The line n = 0.123+1.215x is an actual fit to the data 
points (see text). 

IX. CONCLUSIONS 
Norwich and Wong [1] presented a backwards derivation 

of arguments made in Wong and Norwich [2]. It is no 
surprise, then, that what proves to be invalid in one paper 
proves to be invalid in the other. Multiple assumptions do 
not survive scrutiny. This is all the more shocking, given the 
slate of prominent senior professors (Lawrence Marks, 
Lawrence Ward, Lester Krueger) whom Norwich and Wong 
[1] credited for reviewing their paper. Even more 
remarkably, an experienced theorist, William Hellman, was 
credited for reviewing Wong and Norwich [2]. 

The present conclusions have heuristic value to 
mathematical modellers and their students, by revealing the 
embarrassing and needless errors that arise when using 
inappropriate limits, unjustified assumptions, and quantities 
having incompatible units. It seems fair and timely to also 

note that Norwich and co-authors have made remarkable 
mistakes elsewhere in the Entropy Theory (see [21-26]). It 
seems that a culture of errors exists in this particular 
research group. Hence, caution seems appropriate even when 
reading papers authored independently by the co-authors. 
 

 
 
Fig. 4. The fitted value of the free parameter n of Eq. (1), the 
Entropy exponent, vs. the fitted value of the Stevens exponent, 
here called x, for the magnitude estimates used in Fig. 1. The fit of 
Eq. (1) has been constrained to produce It,max= 2.5 bits/stimulus 
(see text), such that the Entropy exponents may differ from those in 
Fig. 3. The line n=x indicates putative equality of the Entropy and 
Stevens exponents. The line n = 0.217+1.013x is an actual fit to 
the data points, as described in the text. 
 

 
 
Fig. 5. The Stevens exponent as a function of frequency, from the 
equation of Marks and the equation of Norwich and Wong. (The 
curves are only shown for frequencies below 400 Hz, which is the 
limit of validity of Marks’ equation, according to Marks.) 
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