
Shape and Texture Features for the Identification of 

Breast Cancer 
 

 
Abstract— this paper aims to develop intelligent breast can-

cer identification system based image processing techniques 

and neural network classifier. Recently, many researchers have 

developed image classification systems for classifying breast 

tumors using different image processing and classification 

techniques. The challenge is the extraction of the real features 

that distinguish the benign and malignant tumor. The classifi-

cation of breast cancer images in this proposed system has been 

performed based on the shape and texture characteristics of 

the images. Thus, we extract two kinds of features: shape and 

texture. The asymmetry, roundness, intensity levels and more 

are the real shape and texture features that distinguish the two 

types of breast tumors. Image processing techniques are used 

in order to detect tumor and extract the region of interest from 

the mammogram. The following data processing operations 

have been done for the extraction of tumors: Thresholding, 

filtering, adjustments, canny edge detection, and some morpho-

logical operations. Texture features are then extracted using 

GLCM algorithm, while the shape features are extracted di-

rectly from the images. The experimental results show a great 

identification rate of 92%. 

 

Index Terms— breast cancer, malignant tumor, benign, tex-

ture, canny edge detection, morphological operations, GLCM 

 

 

I. INTRODUCTION 

The breast cancer is about the most common types of 

cancer among women worldwide and second most common 

one among women in South Africa, according to the Cancer 

Association of South Africa according to World Health 

Organization [1]. Breast cancer is also the top cancer in 

women in both the developed and the developing world.  

Breast cancer is a dangerous medical condition needs to 

be diagnosed and early detected in order to prevent its 

growth and reduce the percent-age of deaths caused by it 

[2]. 

Breast cancer screening can be achieved using different 

imaging techniques. The most common screening technique 

is the mammography. This kind of imaging technique is a 

specific form of radiography that uses radiation lower than 

those of conventional radiography such as routine x-ray [3]. 
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specific form of radiography that uses radiation lower than 

those of conventional radiography such as routine x-ray [3]. 

In order to come out with a new and unique intelligent 

breast cancer identification approach, there must be a review 

of the previous work related to this topic. A proposed me-

thod for breast cancer detection was presented in [4] using 

thresholding and tracking to identify the breast border, but 

no discussion of the accuracy of the results was presented. 

The paper described some preliminary works in the analysis 

of asymmetries in digitized mammograms. They proposed a 

method for enhancing the asymmetries. The method is to 

first register, and then bilaterally subtract two mammograms 

of the left and right breast side in the medio-lateral view. 

Then, these asymmetries are analyzed in order to provide a 

tool for computer aided diagnosis (CAD). Another system is 

proposed in [5] for the identification of the breast edges 

using areas enclosed by the ISO - intensity contours. The 

authors used different image processing techniques in order 

to identify the breast cancer in a mammogram. Such tech-

niques are first thresholding which involves selecting a sin-

gle gray-level from an analysis of the gray-level histogram, 

and then segment the mammogram into the background and 

breast tissue in order to extract the region of interest. Other 

authors in [6] proposed a methodology utilizing Twin Sup-

port Vector Machine (TW-SVM) for the computerized iden-

tification of masses in advanced mammograms. The pro-

posed system was assessed by a data set of 100 mammo-

grams obtained from the Digital Database for Screening 

Mammography (DDSM) database. The outcomes demon-

strated that the sensitivity could achieve 89.7% with 0.31 

false positive every image. Further examination demonstrat-

ed that the proposed CAD framework attained to 94% sensi-

tivity for threatening masses in the test sets, however the 

detection rate for benign masses was much lower, just 78%. 

The aim of this paper is the design of a breast cancer 

identification system based on the extraction of both texture 

and shape characteristics of the breast images. It is a part of 

the ongoing currently conducted researches for detecting 

and classifying breast tumors, for the purpose of reducing 

the rate of occurrence of that disease. Moreover, to detect it 

in its earlier stages, in order to treat it prior to its growth and 

development. Nevertheless, the proposed work aims to use 

different and additional methods to reach the desired pur-

pose: detecting breast tumor and classifying it into two main 

classes: Benign, and Malignant. Hence, the proposed system 

is based on the combination of image processing techniques 

and artificial neural networks. Different image processing 

techniques such as image filtering using median filters, im-

age adjustment, image thresholding, and some morphologi-
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cal techniques (erosion, image opening) are used. The shape 

and texture features (Fig.1) of the breast images are then 

extracted and fed into a neural network to be classified into 

benign and malignant tumors. 

The structure of the paper is as follows: section one is an 

introduction about the proposed work, section two is the 

methodology of the proposed system, in which we discuss 

the two main phases of it; image processing phase and neur-

al network phase. Finally, section three is a conclusion of 

the proposed work. 

 

II. IBCIS: METHODOLOGY 

In this paper, an intelligent breast cancer identification 

system (IBCIS) is developed. The system is implemented 

using Matlab programing language (Matlab 2013 software 

tools). IBCIS is based on different image processing tech-

niques used in order to segment and extract the breast tumor. 

The breast images are obtained from DDSM [7]; a public 

database available on the internet. The images are of size 

221*358 pixels. They are processed and rescaled to 256*256 

pixels for the purpose of fast and easy computing. Shape and 

texture features are then extracted from images, in order to 

be fed into the neural network that has the capability of clas-

sifying them into benign and malignant due to its experience 

gained during the training phase using the backpropagation 

learning algorithm. Fig. 2 shows the two different phases of 

the proposed system. 

 

 

 
Fig. 1 The different phases of the proposed system 

 

 

A. Image Processing Phase 

The images are first converted to grayscale using the lu-

minosity method. Then, they are filtered and adjusted to 

increase their pixels intensity, so that the tumor area can be 

clearer and brighter. The images undergo threshold compu-

ting for the purpose of segmenting the region of interest 

(tumor) located in the breast. We also used some morpho-

logical techniques such as dilation and opening in order then 

to extract the region of interest. The 7 features are then ex-

tracted from the region of interest image such as standard 

deviation, mean, asymmetry, roundness, uniformity etc... 

Fig. 3 shows the flowchart of the developed identification 

system. It lists the methods used in the system. Fig. 4 

represents an abnormal breast image that undergoes all the 

processes discussed. Fig. 5 illustrates a normal mammogram 

that undergoes all discussed processes till the extraction of 

its region of interest. 

 

 
Fig. 2 Flowchart of the proposed identification system 

 

 
Fig. 3 Malignant breast tumor image undergoes the proposed system 

algorithm 

 

 
Fig. 4 Benign tumor breast image undergoes the proposed system algo-

rithm 
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1. Grayscale conversion: The first step is to convert 

the RGB image to grayscale. This conversion is done using 

the luminosity method which relies on the contribution of 

each color of the three RGB colors. Using this method, the 

grayscale image is brighter since the colors are weighted 

according to their contribution in the RGB image not ave-

ragely [8]. 

2. Median filtering: The most common types of filters 

for smoothing purposes are the linear filters such as the me-

dian filter which is used in our proposed system. This filter is 

used to reduce impulsive noise or the salt-and pepper in an 

image with preserving the useful features and image edges. It 

is a linear process in which the output of the being processed 

pixel is found by calculating the median of a window of pix-

els that surrounds that studied pixel [9]. 

3. Image adjusting: The breast images undergo inten-

sity adjustment in which the input image‟s intensities are 

mapped to a new range of in the output image. This can be 

done by setting the low and high input intensity values that 

should be mapped and the scale over which they should be 

mapped [10]. 

 

 
Fig. 5 Image adjusting. (a) original image, (b) adjusted image 

 

 

4. Thresholding: It is the separation of region of im-

ages into two regions. One region corresponds to the fore-

ground region, in which it contains the objects that we are 

interested in. The other region is the background, corres-

ponds to the unneeded objects. This provides segmentation 

of the image based on the image different intensities and 

intensity discontinuities in the foreground and background 

regions [10]. The input of this method is usually a grayscale 

or color image, while the output is a binary image 

representing the segmentation. The black pixels refer to 

background and white pixels refer to foreground. The seg-

mentation is achieved by a single parameter known as the 

intensity threshold. This is set by analyzing the histogram of 

the image which represents the intensity distributions of the 

image (Fig. 4.f). During thresholding, each pixel is compared 

to that threshold value of 0.42 in our system. If the pixel 

value is greater than that threshold, then this pixel is consi-

dered as foreground pixel (white). If the pixel value is lower 

than that threshold value, then the pixel is considered as 

background pixel (black) [11]. 

5. Morphological techniques: These can be defined as 

a set of image processing operations that process images 

based on shapes. These operations can be done by applying a 

structuring element in an input image, resulting in an output 

image of the same size. The structure element is a matrix 

consists of 0‟s and 1‟s, where the 1‟s are called the neigh-

bors. The value of each pixel in the output image is set ac-

cording to a comparison of the corresponding pixel in the 

input image with its neighbors. Structure element has many 

shapes according to its application. Here, the “disk” structure 

element with a “radius” of 15 is used. The most common 

morphological operations are dilation and erosion. The latter 

is used to shrink the objects in a binary image. After erosion, 

the main pixels that remain are those that fit altogether with 

the structuring elements in the foreground view [9]. The 

thinning of objects is controlled by a little structuring com-

ponent of radius. In the accompanying (fig.4.g) you can see 

the result of erosion an image with a “disk” structure element 

of “radius” 15 [12]. 

Image opening was also used in our developed system. 

This morphological technique is considered as erosion fol-

lowed by dilation and it is generally used to smooth the con-

tour of an image and break the thin holes (Fig. 4.h) [12]. 

 

B. Feature Extraction  

During this phase, the texture and shape features are ex-

tracted in order to discriminate the benign and malignant 

breast tumors. Since the two different classes (normal, be-

nign, and malignant tumor) differ in intensities and shapes; 

therefore, the two types of features should be extracted from 

the segmented region of interest (ROI) for the purpose of 

obtaining accurate classification results. A GLCM is first 

generated from the segmented ROI; which is a graylevel co-

occurrence matrix describes the composition of an image by 

calculating how frequently a pair of pixels with particular 

qualities and in a tagged spatial relationship occurs in an 

image [13]. The texture features are then extracted from the 

GLCM; however, the shape features are extracted directly 

from the extracted tumor.  

 
Table 1. Extracted Texture and Shape Features 

Features Feature number 

Roundness 1 

Uniformity 2 

Asymmetry 3 

Compactness 4 

Entropy 5 

Standard deviation 6 

Mean 7 

 

i. Texture features  

Texture features with taking into account the pixels 

making up the segmented area have been utilized broadly by 

numerous scientists as a part of the field of advanced 

mammography [14]. These features can be derived 

specifically from the pixels estimations of the segmented 

ROI as indicated by a particular recipe for each feature, or 

can be computed by implication as far as histogram of the 

segmented ROI. The following are the formulas of the 

measures extracted from the segmented ROI of the two 

classes [14]: benign and malignant breast tumor. 

 Mean (average): it is the average intensity of the 

image. Concerning mammograms, the denser tissue is, the 

higher the average intensity. 

                                              (1) 

Where p(i,j) represents the pixel value at point (i,j),  in an 

ROI of size M×N. 
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 Standard deviation: it can be defined as a measure 

of the contrast intensity grows, according to the irregularity 

of the texture. 

                                    (2) 

Where p(i,j) is the pixel value at specific point (i,j), and in 

an ROI of size M×N. μ is the average intensity. 

 

Entropy: it is defined as a disorder, where in the case of 

texture analysis is a measure of its spatial disorder. 

                                               (3) 

Where Prk represents the probability of the k-th grey level, 

and L is the total number of the available grey levels in an 

ROI of size M×N. 

 Uniformity: it is denoted as U and it is a texture 

measure that is based on the histogram of the segmented 

ROI. 

                                                               (4)   

Where Prk is the probability of the k-th grey level. Because 

the Prk  has values in the range of (0 to 1) and their sum  

equals 1,  U  is maximum when the numbers  of pixels in all 

grey levels  are  equal, resulting in all the gray levels to be 

equal probable and their distribution to be uniform, and 

decreases otherwise.  

 

ii. Shape features 

The shape has a vital role in distinguishing the two differ-

ent classes of breast tumor. The benign breast tumor is 

usually a circular and symmetric shape. However, the ma-

lignant breast tumor has a random and asymmetric shape 

[15]. 

 Roundness: it is the gray level variation in a gray 

level co-occurrence matrix. 

 

                                                (5) 

Where A is the area of the segmented region of interest 

and P is its perimeter. If the Roundness is greater than 0.90 

then, the object is circular in shape. 

 Asymmetry: it is to evaluate whether the intensity 

levels tend to the dark side or light around the mean. 

 

                                 (6) 

Where xij is pixel value at point (i,j),  and µ is the mean. 

The p(xij) is probability of occurrence of that pixel value. 
 

 Shape or Compactness: Since the shape of the 

segmented ROI is one of the important features that distin-

guish the benign and malignant tumors, shape features are 

extracted from each ROI prior to classification. 

 

                                                                 (7) 

Where P is the perimeter, A is the area of the segmented 

ROI in pixels. The 4𝜋 factor is added to the denominator 

such that the compactness of a complete circle is 1 [15]. 

 

C. Classification phase: neural network  

In this paper, we propose a new approach for the intelli-

gent classification of breast cancer using based on some 

extracted shape and texture features using image processing 

techniques and a neural classifier.   

The extracted shape and texture features are fed into a 

neural network that classifies the images into benign or ma-

lignant tumor. During this phase, the x-ray images of knee 

are classified using a supervised backpropagation neural 

network due to its simplicity and the sufficient number of 

images. Fig.7 illustrates the topology of the backpropagation 

neural network used in the proposed system. It consists of 

three layers: input layer, hidden layer, and output layer. The 

input layer contains 7 neurons since the extracted features 

are 7, however; the hidden layer contains 20 neurons, which 

guarantees significant training while keeping the time ex-

pense to a minimum. The output layer consists of two neu-

rons; one represents the benign tumor and one for the ma-

lignant cancer.  

 
Fig. 6 ANN topology 

 

During this learning stage, initial arbitrary weights of val-

ues in the middle of –0.1 and 0.1 were utilized. The learning 

rate furthermore, the momentum rate; were set through dif-

ferent investigations keeping in mind the end goal to attain 

to the required minimum error value. A minimum error of 

0.001 since it is a medical application. Table 2 demonstrates 

the final parameters of the trained neural network. 

 

 
Table 2. ANN input parameters 

Parameters Value 

Number of neurons in input layer 7 

Number of neurons in output layer 3 

Number of neurons in hidden layer 20 

Iteration number 5000 

Learning rate 0.001 

Momentum rate 0.5 

Error 0.001 

Training time (sec) 300 

Activation Function Sigmoid 
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 System training   

The training is done using backpropagation learning algo-

rithm with both adaptive learning rate and momentum, with 

the function „traingd‟. After making sure that the error is 

minimized; we started feeding the neural network with the 

input shape and texture features extracted from the ROI and 

their targets respectively. 

The network was trained on 200 breast images obtained 

from the DDSM database: 100 images for benign tumor and 

100 for malignant tumor (cancer). The table 3 represents the 

training set of images which consists of two types of im-

ages: benign, and malignant. It also shows the total number 

of database breast images used for training and testing 

phase. The training is done using backpropagation learning 

algorithm with both adaptive learning rate and momentum, 

with the function „traingd‟. After making sure that the error 

is minimized; we started feeding the neural network with the 

input shape and texture features extracted from the extracted 

tumor and their targets respectively. 

 
Table 3. Training and testing number of images 

 Benign tumor 

images 

Malignant tumor 

images 

Total number 

of images 

Training 150 150 300 

Testing 150 150 300 

Total 300 300 600 

 

Fig.7 shows the error versus iterations graph during sys-

tem training phase. The network was trained on a large 

number of images obtained from DDSM. Thus, the result 

was fine and the network was well trained as the mean 

square error was diminishing inversely proportional to the 

increase of the number of epochs. 

 
Table 4. Intervals of ROI extracted feature 

Extracted features Benign Malignant 

Roundness 0.85-0.99 0.25-0.84 

Uniformity 0.98-1 0.81-0.89 

Asymmetry 0.90-0.99 0.2-0.89 

Compactness 0.2-0.7 0.72-1 

Entropy 0.0503-0.304 0.347-0.593 

Standard deviation 0.040565-0.238626 0.232185-0.439165 

Mean 0.46-0.54 0.556-9 

 

Table 4 shows the intervals of the extracted features of 

both benign and malignant tumors. These ranges are ob-

tained by finding the minimum and maximum of each fea-

ture value. Thus, the range of each feature is between its 

lowest and highest value. 

 
Fig. 7 Learning curve 

 

 System Performance 

The proposed breast cancer identification system was im-

plemented using 2.7 GHz PC with 4 GB of RAM, Windows 

7 OS and Matlab 2013a software tools. The network was 

tested on a dataset of 200 images; 100 for a benign tumor 

and 100 for malignant tumor images. Table 4 shows the 

results obtained from during training and testing phase of 

the two different classes (Benign, malignant). It represents 

the number of images that were accurately recognized by the 

network in the training and the testing phase. It also shows 

the percentage of images that were not recognized during 

the testing phase. 

    The number of recognized images was divided by the 

total number of images with respect to each case set (benign 

and malignant tumor). The result of this fraction is called the 

classification rate, which is the efficiency of the neural net-

work in classifying the breast cancer. 

The experimental results of the intelligent breast cancer 

identification system were as follows: 100% using the train-

ing image set (200 images, 100 for each class). The overall 

identification rate was eventually calculated and the result is 

approximately 92% as identification rate. Table 5 shows the 

intelligent breast cancer identification results in details. 

 
Table 5. Breast cancer identification results 

 

Breast tumors Image sets Number 

of images 

Identification 

rate 

Benign tumor Training set 100 100/100  100%                    

Testing set 100 96/100      94%                        

Malignant tumor Training set 100 100/100  100%                     

Testing set 100 94/100      90%                       

Total identification 

rate 

All data 400 370/400    92%                    

 

III. CONCLUSION 

In this research, an intelligent breast cancer identification 

system is developed. This novel approach is based on some 

image processing techniques used to extract the tumor area 

considering its significant features. Seven features that 

represent the texture and shape characteristics of the tumor 

are then extracted and fed into a backpropagation neural 

classifier.  During the network‟s adaptive learning using 

backpropagation algorithm, it converges and owns the capa-

bility of distinguishing between the benign and malignant 

breast tumors based on the texture and shape extracted fea-

tures. In conclusion, it is noticed that the extraction of the 

texture and shape features has a great effect on the classifi-

cation phase as it speeds up the network‟s capability of 

learning. 
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