
 

  
Abstract— Enterprise Level security (ELS) has no accounts 

or passwords, and consequently identity is an important issue. 
All person and non-person entities in ELS are registered and 
known. PKI credentials are issued, and when necessary, multi-
factor authentication is used to improve the assurance of the 
identity. Because the next step in ELS is claims-based access 
and privilege, many data owners are worried about the 
trustworthiness (sometimes called reputation) of the identified 
requesters (this applies to person and non-person entities 
within the enterprise). Individuals are vetted periodically, and a 
baseline is established by those instances; however, activities 
that occur between those vetting events may provide clues 
about the trustworthiness of the individuals. Similarly, 
pedigrees in software and hardware entities are established 
periodically. Because the terms trust and integrity are 
overloaded, we refer to these data as veracity. Further, when 
requested, the veracity that applies to certain categories will be 
provided as counter-claims along with the claims. These 
counter-claims may be used by the applications and services for 
increased levels of surveillance and logging and perhaps even 
limitation of privilege. This paper reviews the data categories, 
data requirements, and data resources that apply to entity 
veracity, as well as the counter-claim structures and issues 
associated with their tracking and usage. The paper then 
presents finding and recommendations, along with the future 
work necessary to complete this evolution. 
 

Index Terms—Behavior, Claims, Counter-Claims, Insider 
Threat, Integrity, Reputation, Motivation, Veracity 
 

I. INTRODUCTION 
ike it or not, the insider threat must be monitored and 
assessed, at least for those of us who must comply with 

executive orders. Since Edward Snowden [1], Bradley 
Manning [2], and others [3], we simply have no choice but 
to assess our own insider threat situation. 

 
“An insider threat is a malicious threat to an 
organization that comes from people within the 
organization, such as employees, former employees, 
contractors or business associates, who have inside 
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information concerning the organization's security 
practices, data and computer systems.” [4] 

 
But the manifestation of the threat may come from any 

entity in the environment, person or non-person. The spate 
of insider activity has led to a U.S. executive order [5] that 
requires, in part, federal agencies and enterprises to: 

 
“…perform self-assessments of compliance with policies 
and standards issued pursuant to sections 3.3, 5.2, and 
6.3 of this order, as well as other applicable policies and 
standards, the results of which shall be reported annually 
to the Senior Information Sharing and Safeguarding 
Steering Committee established in section 3 of this 
order….” 

 
To For Enterprise Level Security (ELS) [6] federal 

applications, we must include these self-assessments. The 
requirement has led to the development of new products and 
an overwhelming volume of white papers and other research 
telling us how some vendors would do this assessment, and a 
number of patents pending [7-10]. All of this leads to a 
number of product offerings to perform the analysis of entity 
veracity within the enterprise. A summary of these 
techniques (through 2011) is provided in [11]. The basic 
idea is to gather information concerning the trustworthiness 
of an entity in our system, as shown in Fig. 1. This is an ELS 
adaption of the figure presented in patent application [8].   

 

 
 

Fig. 1.  Data Gathering for Insider Threat Analyses 

This paper presents a form of self-assessment that 
evaluates veracity from the ELS perspective rather than from 
the perspective of the product’s baseline. This paper also 
addresses the issues associated with the self-assessment, and 

Enterprise Level Security: Insider Threat 
Counter-Claims 

William R. Simpson Member, IAENG and Kevin E. Foltz  

L 

Proceedings of the World Congress on Engineering and Computer Science 2017 Vol I 
WCECS 2017, October 25-27, 2017, San Francisco, USA

ISBN: 978-988-14047-5-6 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCECS 2017



 

it provides a framework and a process for using veracity 
information within ELS. To do this, we examine integrity, 
reputation, and veracity as they apply to the problem of the 
insider threat.  

II. INTEGRITY, REPUTATION, AND VERACITY 
Generally, the determination of trustworthiness of an 

individual is based upon an assessment of the integrity of 
that individual. One definition of integrity is given below: 

 
“Integrity is the quality of being honest and having 
strong moral principles; moral uprightness. It is generally 
a personal choice to hold oneself to consistent moral and 
ethical standards. In ethics, integrity is regarded by many 
people as the honesty and truthfulness or accuracy of 
one’s actions.” [12] 

 
Social media would define this as reputation, which is 

good because integrity is already over-used in the 
information technology (IT) literature. However, the 
literature defines reputation as a soft issue. 

“Reputation is the estimation in which a person or thing 
is held, especially by the community or the public 
generally.” [13] 
 
Microsoft has refined reputation by adding trust as in: 
 
“Reputation Trust represents a party’s expectation that 
another party will behave as assumed, based upon past 
experience. Reputation Trust is bidirectional and can be 
split into Consumer Reputation Trust and Provider 
Reputation Trust.” [14] 
 
But trust is an overloaded term in information technology 

and requires a great deal of context. The dictionary 
description of veracity comes closer to the target, and it is 
not used in any of the IT contexts associated with ELS: 

 
“Veracity is the quality of being truthful or honest.” [15] 
 
From the IT standpoint, we have adopted the concept of 

veracity and tailored its definition to be more amenable to 
self-assessment in ELS environments: 

 
Entity Veracity is the degree to which an entity is 
worthy of trust as demonstrated by resistance to or 
avoidance of factors that denigrate trust or compromise 
reliability. Positive factors may enhance veracity, and 
negative ones may reduce veracity. Veracity is based 
upon recognized accomplishments and failures, along 
with the associated stress factors or other trust 
debilitating factors present. A history of actions in 
difficult circumstances provides strong evidence for or 
against veracity. 

 
The next step is to determine which of the factors need to 

be measured. But first we need to understand how identity 
and access control are handled within ELS. 

 

III. ENTERPRISE LEVEL SECURITY 
The ELS design is a distributed security approach (see 

Fig. 2) that addresses five security principles derived from 
the basic design concepts. We address only two here, and the 
interested reader is directed to [6] for a more complete 
treatment: 

 
• Know the Players – this is done by enforcing bi-lateral 

end-to-end authentication; 
• Separate Access and Privilege from Identity – this is 

done by an authorization credential. 

 
Fig. 2.  Distributed Security Architecture 

A. Know the Players 
In ELS, the identity certificate is an X.509 Public Key 

Infrastructure (PKI) certificate [16]. This identity is required 
for all requesters and providers of services (active entities), 
both person and non-person, e.g., services, as shown in 
Fig. 3. PKI certificates are verified and validated. Ownership 
is verified by a holder-of-key check. Supplemental (in 
combination with PKI) authentication factors, such as 
identity-confirming information or biometric data, may be 
required from certain entities.  

 

 
Fig. 3.  Bi-lateral Authentication 

B. Separate Access and Privilege from Identity  
ELS can accommodate changes in location, assignment, 

and other attributes by separating the use of associated 
attributes from the identity. Whenever changes to attributes 
occur, claims are recomputed based on the new associated 
attributes (see section III), allowing immediate access to 
required mission information. As shown in Fig. 4, access 
control credentials utilizing the Security Assertion Markup 
Language (SAML) (SAML authorization tokens differ from 
the more commonly used single-sign-on (SSO) tokens, and 
in ELS, they are not used for authentication.). [17] SAML 
tokens are signed, and the signatures are verified and 
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validated before acceptance. The credentials of the signers 
also are verified and validated. The credential for access and 
privilege is bound to the requester by ensuring a match of 
the distinguished name used in both the authentication and 
the authorization credentials. 

 

 
Fig. 4.  Claims-Based Authorization 

Veracity must be presented as a counter-claim, a claim 
that provides possible re-consideration of the claim’s 
information. 

IV. ELEMENTS OF VERACITY 
A list of indicative events may be formulated by category 

and data sources. [18–19] We start categorization with 
person entities because this is required in the self-
assessment, but veracity extends to all entities within the 
enterprise because non-person entities may actually be under 
insider threat control. For all entities, we assume a default 
value of 1.0 for veracity before detailed veracity 
computations are made. This is the minimum value needed 
to pass periodic re-evaluations, so it is assumed that all 
entities in the enterprise possess this value unless veracity 
factors indicate otherwise. 

A. Person Entities 
Person entity factors cover a variety of data about the 

person and his behaviors and may come from a variety of 
sources. These data cannot be considered unless they derive 
from designated (by the enterprise) authoritative sources. 
Entity veracity factors are assigned, initially, unit values and 
may be combined from a number of sources. Unit values 
may be positive or negative (either increasing or decreasing 
veracity), and they are applied to veracity measures in a later 
section. Any previously resolved issues (through vetting or 
supervisor administrative judgement) may be discarded. Five 
categories are delineated below: 
1. Community information – characteristics or events that 

add to the veracity of a person. Each adds a fixed value 
to overall veracity. 
a. Ties within the community (positive or negative), 
b. Recent job title change (positive or negative), 
c. Recent relevant awards or job punishments (positive 

or negative), 
d. Direct support or doubt from notable entities (Trust 

transitivity) (positive or negative). 
2. Financial information. Degree of debt or other financial 

burdens since last vetting. These may be age-and source-
sensitive, and they may be attribution-sensitive, as 
discussed in the next section. 
a. Issues with credit cards (negative), 
b. Large number of credit reports (negative), 
c. Recent suspicious loan activity (negative), 
d. Sudden explained or unexplained wealth (negative), 
e. Debt exceeds ability to pay (negative). 

3. Legal issues or other stress factors. These may be age-
and source-sensitive, and they may be attribution-
sensitive, as discussed in the next section. 
a. Recent death in family (negative), 
b. Poor job performance rating (negative), 
c. Divorce (negative), 
d. DUI (negative), 
e. Felony or misdemeanor charges (negative). 

4. Discovered secrets. These may be age- and source-
sensitive, and they may be attribution-sensitive, as 
discussed in the next section. 
a. Attempts to hide sexual issues (negative), 
b. Uncovered alternate identities (negative), 
c. Residential ambiguity or multiple residences in a 

locale (negative). 
5. Unusual behavior. These will generally be from the 

Enterprise Support Desk Records and may be 
considered authoritative. 
a. Non-cleared travel (negative); 
b. Unusual and unexplained IT usage (negative), 

i. Unusual downloads (negative), 
ii. Unusual hours of usage (negative), 

iii. Many open applications at same time (negative); 
c. Sharing of credentials (negative); 
d. Frequent use of backup methods (negative); 
e. Unusual delegations (negative); 
f. Extended on-line absence followed by high activity 

(negative); 
g. Unusual hours or time on-line (negative). 

 

B. Non-Person Entities. 
These will generally be from the Enterprise Support Desk 

Records and may be considered as authoritative. All are 
negative. 
1. Recent attacks. These are considered unless complete 

teardown and rebuild has happened since the attacks. 
2. Recognized misuse of privilege. This may be 

documented through the enterprise support desk. 
3. The host server is physically moved outside (or into) a 

protected area. All enterprise assets are registered, and 
the registration must be updated when any changes occur. 

4. Call-out to unknown URLs. This is a known sign of 
exploitation, and unless the device is being used in 
counter-cybersecurity, it should be considered for a 
complete teardown and rebuild. 

5. Missing log records. 
6. Lenient access and privilege requirements. Privileges 

granted to the device may be greater than the device uses 
for its own access. 

7. Available software interfaces that are not authorized. One 
clear step with ELS is to close all interfaces not being 
used and remove the software behind those interfaces 
where possible. 

8. Non-uniform identity requirements on interfaces. All 
interfaces in use should have the same identity assurance 
requirements. 

9. Missing current patches that are authorized. One example 
is Industrial Control Systems (ICS) not being patched 
until they have to be taken off-line. 
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V. ISSUES BASED ON ELEMENTS OF VERACITY  
It is not easy to discern where an entity is facing issues 

that may lead to an insider problem. At the same time, 
acquisition of the data may have ethical and legal 
implications. We will briefly discuss some of the issues 
associated with computing veracity. 

 
1. Data Sources: 

a. Public and private mix. Confirming sources is 
problematical, and public web sites readily trade 
information, which obscures the original source. 

b. Attribution. (Source www.whitepages.com (3 November 
2016: 190 possible matches for Frank Jones in Virginia, 
50 in Richmond area, 12 are 50–65 years old, 5 of these 
are Frank E. Jones.) Many public sources are subject 
to error and may or may not have enough confirming 
information to provide unimpeachable attribution. 

c. Few vetted sources or authoritative content stores. 
d. PII issues. Privacy affects not only the acquired data, 

but the confirming data. Use of social security or 
other private information may assist with attribution 
but cross privacy lines. 

2. Veracity of the veracity data: 
a. In ELS, entity attributes are meticulously screened. 

Fig. 5 shows a portion of the enterprise attribute 
ecosystem used for the creation of claims. The 
attribute data is required to come from authoritative 
sources (meaning that an organization is tasked with 
maintaining the accuracy and currency of the data). 
Even then, the data is not completely trusted and 
must pass sanitization and mediation before it is 
accepted into the attribute store. Public sources may 
have little more than a data entry clerk and no 
checks for accuracy or completeness. 

b. In the public domain, sources feed one another and 
veracity checks may or may not be made. Old events 
may acquire new dates, and some of the details may 
get further confused. 

 

 
Fig. 5. Creating an Attribute Store 

c. Errors in the public private data. Even when data 
correction paths are available, 

d. The data may get regenerated as in (b) above.  
e. Can reputations be rebuilt? This question is real, and 

we do not currently have the answer. ELS users are 

periodically re-vetted, and we can assume issues that 
happened before that vetting will be resolved during 
the vetting process. One finding is to limit (by 
configuration) how far back insider data is 
considered. 

3. Veracity adjustments to access or privilege may affect 
getting the job done. This can lead quickly to 
unrecoverable situations. 

4. Delegation is an issue. ELS claims that are discretionary 
in nature may be delegated. Delegation itself may be 
considered a veracity issue.  

VI. CREATING A VERACITY MODEL AND COUNTER-CLAIMS 
A simplified model is developed as a start. While 

weightings may be applied to the various values of veracity 
factors, it is best to await some actual experience with the 
representation before beginning that modification. In section 
4, we delineated five basic categories of veracity for person 
users and a single category for non-person users for 
evaluation, subject to data sources and correlation. 
Accordingly veracity is described as an n-tuple shown 
below: 

For Persons: 

Veracity = (Enhancing Characteristics = V1, Financial = V2, 
Legal = V3, Other = V4, and Behavior = V5)                (eq. 1) 

For Non-Persons: 

Veracity =V6                                                      (eq. 2) 

Further, each value has a default value of 1.0 which is 
appreciated by ΔV in category 1 for each of the unique 
factors in that category.  

(ΔV1) k = +/-0.1* source factor1*source factor 2          (eq.3) 
 for every k with a unique occurrence of a category in 
paragraph 4A1. 

The default value of 1.0 is reduced by ΔV for each of the 
unique factors in categories 2–6 where applicable. 

(ΔVi) k=(+/-0.1) i *source factor1*source factor 2        (eq.4) 

where i=2-6 and for every k with unique occurrence of a 
category in paragraph 4Ak. 

Source factor1 is 0.5 for publicly derived data, and 0.25 
for publicly derived data without source citation or date of 
item. Source factor1 is 1.0 for authoritative source data.  
Source factor2 is 0.5 where attribution is approximate and 
1.0 where attribution is certain. 

Vi = Vi + ∑ΔVi                                                   (eq.5) 

Counter claims will be provided when requested by the 
data owner in the registration of his/her service. The counter 
claims will be given as a vector of values: 

Counter Claim for a person = V1, V2, V3, V4, V5,  
none                                                                          (eq.6) 

Counter Claim for a non-person = none, none, none, none, 
none, V6                                                                                                      (eq.7) 

Supervisors and data owners will have claims for access 
to component data from the insider threat server for 
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subordinates (in the case of supervisors) and for application 
and service users (in the case of data owners). Issues may be 
marked as resolved at the supervisor’s discretion (subject to 
attribution and logging). An example would be at periodic 
vetting, the supervisor may mark some issues resolved. 

Actions possible: 
1. Threshold for denial of access to resources. Not 

recommended. 
2. Threshold for notification to supervisors and data owners 

(Recommended). 
3. Reduce privilege. Not recommended. This may affect 

performance reviews and cause the value of veracity to 
further decline in a self-generated spiral. 

4. Upon notification, set up a counseling session with the 
individual or the owner of the asset to review the issues 
and seek corrections (Recommended). 

5. After review, the data may be manually reset, if desirable, 
by providing rationale and obtaining appropriate 
authority. 

In all cases, when requested by the data owner, the 
counter claim will be passed in the SAML. 

VII. CONCLUSIONS AND FINDINGS 
The formulation is new and in response to a presidential 

directive. However, certain findings are appropriate at this 
point: 
1. For persons, the data associated with information 

generated prior to the last formal vetting of the person 
may be marked as resolved at the supervisor’s discretion. 

2. For persons, it is not felt that automated responses are 
warranted at this time. 

3. For persons, manual resolutions of unfavorable veracities 
should be implemented at this time. 

4. For non-persons, automated responses may be 
appropriate.  

5. Thresholds and responses should be worked out over 
time with experience. 

6. Self-assessment – data as required by executive order 
13587 should be summarized and reported. 

 
The veracity measures can provide a management view 

into the insider threat and can be used to satisfy the 
requirement for self-assessment. This work is part of a body 
of work for high-assurance enterprise computing using web 
services. Elements of this work are described in [6, 20-33]. 
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